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The adaptive kinetic Monte Carlo method was used to calculate the decomposition dynamics of a

methanol molecule on Cu�100� at room temperature over a time scale of minutes. Mechanisms of
reaction were found using minimum mode following saddle point searches based on forces and

energies from density functional theory. Rates of reaction were calculated with harmonic transition

state theory. The dynamics followed a pathway from CH3OH, CH3O, CH2O, HCO, and finally to

CO. Our calculations confirm that methanol decomposition starts with breaking the O–H bond

followed by breaking C–H bonds in the dehydrogenated intermediates until CO is produced. The

bridge site on the Cu�100� surface is the active site for scissoring chemical bonds. Reaction
intermediates are mobile on the surface which allows them to find this active reaction site. This

study illustrates how the adaptive kinetic Monte Carlo method can model the dynamics of surface

chemistry from first principles. © 2009 American Institute of Physics. �doi:10.1063/1.3281688�

I. INTRODUCTION

Determining the microscopic mechanisms of chemical

reactions in nonideal systems is a very challenging problem.

In heterogeneous catalysis, uncertainty about the active sites

or reactive phases makes it difficult to establish correlations

between structure and activity, let alone identify the possible

intermediates and side reactions. Catalytic reactions on

single crystal model surfaces are easier to study,1–3 but the

overall microscopic mechanisms and kinetics are still diffi-

cult to determine with current experimental techniques. The-

oretical studies are well suited for determining the mecha-

nism of reactions, and provide a powerful tool when

combined with experiments for validation of the reaction

rates and products.4–8

Transition state theory �TST� offers a framework for un-
derstanding the dynamics of systems where the important

reactions are rare events. Long lived states correspond to

minima on the potential �or free� energy surface �PES�.
These basins are separated by dividing surfaces of high free

energy—the transition states. Rates of reaction are calculated

within TST as the flux through the transition states.9,10 In

solid- and gas-phase systems, atoms tend to vibrate around

equilibrium positions so that stable states can be character-

ized by minima and transition states by saddle points on the

PES. Under this approximation TST simplifies using a har-

monic expansion of the potential about these critical points.

Each reaction mechanism is described by a minimum energy

pathway �MEP� and the transition state by the saddle point,
which is a maximum along the MEP. The rate is evaluated as

khTST = � e−�E/kBT, �1�

where the barrier �E is the energy difference between the

saddle point and the initial state

�E = Esp − Einit, �2�

and � is the reaction prefactor

� =
�i=1

N �i
init

� j=1
N−1� j

sp , �3�

which is the ratio of positive normal mode frequencies at the

initial state and the saddle point.11,12

If all possible reaction mechanisms and rates available to

the system are known, kinetic Monte Carlo �KMC� can be
used to simulate the reaction dynamics over long time

scales.13–17 Typically though, the construction of a KMC

model involves making significant approximations. The

modeler must anticipate and calculate every accessible reac-

tive event. In systems where accurate simulations over long

time scales have been performed, including self-diffusion on

metal surfaces,18,19 defect diffusion in oxides,20 void filling

in metals,21 and metal cluster diffusion on oxides,22 the dy-

namics reveal reaction mechanisms which were not antici-

pated and would not be included in a typical KMC event

catalog.23 Multiatom and long range events pose a significant

problem for KMC because the possible number of such

events grows rapidly with their extent. Another limitation of

KMC is that in order to make a finite event table which

includes all possible events, the simulation must be mapped

onto a regular array or lattice so that structures can be

matched to those in the event table. Off-lattice structures,

defects, molecules assuming different conformations, sol-

vent, and other nonideal effects are difficult to model with
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A further challenge for modeling the dynamics of chemi-

cal reactions is that accurate empirical potentials are not gen-

erally available. Density functional theory �DFT� provides an
acceptable accuracy for surface chemistry, but the cost is

significant for computational methods which require sam-

pling of the PES. For chemical systems where bond breaking

is an activated process, harmonic TST makes the calculation

of reaction rates from DFT tractable. When the initial and

final states of a reaction are known, a MEP can be calculated

using the nudged elastic band �NEB�.24–26 A double ended
approach such as the NEB works well for simple systems

where a mix of trial and error and intuition is enough to find

the most likely reaction geometries. For more complex sys-

tems, it becomes difficult to know a priori how the system
will react. Then it is better to use a min-mode following

method to search from an initial state minimum to find

saddle points which lead to possibly unknown final states.

This class of single ended methods iteratively finds the low-

est curvature mode using a dimer,27 Lagrange multiplier,28 or

the Lanczos method,29 and then follows the mode up the

potential while relaxing in all other directions until a saddle

point is reached. Many searches with different initial condi-

tions are needed to identify all the important saddles. This is

more expensive than finding a single pathway to a known

final state, but the information is more valuable, particularly

when the system reacts in an unexpected way. The min-mode

approach has been used to determine reaction mechanisms

for metal clusters on oxides22 and small molecules on metal

surfaces.30,31 If the important reaction mechanisms are iden-

tified and mapped onto a simulation grid, KMC can be used

to model the Markov dynamics over very long times.15,17

When only a modest number of rates is important for captur-

ing the dynamics and these are modeled accurately with

DFT, agreement with experiment can be obtained.16

Very recently it has become possible to combine min-

mode following saddle searches with DFT and use the reac-

tions discovered directly with KMC in an adaptive KMC

�aKMC� simulation.32 The method is described as adaptive
because the event table is not fixed before the KMC simula-

tion begins; instead it adapts to the structures followed in the

dynamics.19,33

In this work, we use the aKMC approach to study the

decomposition dynamics of a methanol molecule on

Cu�100�. Methanol is an important industrial intermediate
and feed stock used to produce other chemical products.

Single crystals have been widely used in studying adsorption

and reaction of methanol and its derivatives. Wachs and Ma-

dix studied the oxidation of methanol on Cu�110� with flash
desorption spectroscopy and concluded that �1� methanol ad-
sorbs weakly on Cu�110� and desorbs at room temperature,

�2� methanol undergoes sequential dehydrogenations into
methoxy and formaldehyde before oxidation, �3� reaction in-
termediates and products such as formaldehyde, water, and

hydrogen are detected, and �4� clean Cu�110� is much less
able to activate methanol than the oxygen precovered

surface.34 Similar results were reported by Sexton for ad-

sorption and reaction on Cu�100� �Ref. 35� and by Russell et
al. on Cu�111�.36 Numerous experiments using different
techniques on both single crystals and Cu particles supported

on oxides confirm this mechanism.37–50 There is consensus

that the mechanism of methanol decomposition on Cu in-

volves first breaking the O–H bond before breaking C–H

bonds, with the latter as the rate limiting step. However,

experimental studies have not been clear on the role of oxy-

gen in methanol activation. Theoretical calculations, espe-

cially DFT studies, can reveal detailed information on ad-

sorption geometry and reaction energetics. Gomes et al.51

and Greeley and Mavrikakis52 used DFT to calculate the ad-

sorption of methanol and the possible decomposition inter-

mediates and products on Cu�111�. They confirmed the weak
adsorption of methanol and the strong binding of methoxy.

Greeley et al. found that hydrogen abstraction from methoxy
into formaldehyde on Cu�111� has a high barrier of 1.4 eV.
Sakong and co-workers studied methanol oxidation on both

clean and oxygen precovered Cu�110� and Cu�100� surfaces
with DFT.53–56 They also found that the O–H bond breaking

into methoxy was rapid while the sequential C–H bond

breaking was slow with barriers of �1.4 eV. They clarified
that oxygen adatoms do not change the dehydrogenation bar-

riers, instead, oxygen facilitates removal of the dissociated

hydrogen adatoms by forming water, which rapidly desorbs.

Since there is quite a bit known about the initial steps and

intermediates of methanol decomposition on Cu�100�, we
used this as a system to see if an unbiased dynamics simu-

lation reveal the same mechanisms of reaction as have been

previously reported, and to demonstrate the effectiveness of

the aKMC approach for studying surface chemistry.

II. METHODOLOGY

The aKMC method as applied in DFT simulations has

been described in detail in Ref. 32. Here we briefly summa-

rize the method and give the simulation parameters.

The aKMC simulation starts by searching for saddle

points directly connected to the reactant state minimum on

the PES. Saddle point searches were conducted with the min-

mode following method using a dimer approach27 with for-

ward difference57,58 to identify the minimum mode. A dis-

tance of 0.01 Å separated the two images in the dimer. Each

saddle point search was initiated by displacing the atoms in

the adsorbate molecule by a random distance selected from a

Gaussian distribution of width 0.1 Å. The reaction path from

each unique saddle point was followed with a steepest de-

scent trajectory to find the two connecting minima via that

reaction path. These minimizations were initiated by displac-

ing 0.1 Å forward and backward along the negative mode at

the saddle. Only saddles with one connecting minimum cor-

responding to the reactant state were considered valid reac-

tion pathways; the other minimum is the product state of the

reaction. The event table was built using all such valid pro-

cesses with barriers within 20kBT of the lowest barrier pro-

cess. Reaction prefactors were found using Eq. �3�. The nor-
mal modes at the initial minimum and saddle point were

calculated by diagonalizing Hessian matrices constructed by

finite difference. Prefactors of reaction were found to lie in a

standard range between 4�1012 and 5�1015 s−1, so that
processes with the highest possible barrier in the event table

occur with a probability of at most e−20103�10−6 as com-
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pared to the lowest barrier process. Higher barrier saddles

were considered irrelevant because they would be selected

with such a low probability in the dynamics.

Saddle point searches were repeated from each state un-

til a sequence of ten valid saddles were found without find-

ing a new process which would be added to the event table.

If all saddles were found with equal probability, this stopping

criterion corresponds to a 90% confidence that the event se-

lected from the table of relevant saddles would be in the

complete table.32 This assumption was tested for a step in the

methanol decomposition dynamics with a significant number

of valid processes within the 20kBT window—CH2O decom-

position. With the criterion of ten sequential redundant

searches, the most commonly found process was found seven

times and the least was found two times. Using these values,

the confidence is reduced from 90% to 1− �1 /10��7 /2�
=65%.32 When the number of redundant searches was in-
creased to 20, no new processes were found and the most

common process was found 15 times resulting in a confi-

dence of 1− �1 /20��2 /15�=63%. While our simulation con-
fidence is not high enough to ensure that all processes have

been found, it is high enough to reveal a likely reaction path-

way. More searches would be better and will be possible in

the future given the increasing amount of parallel computa-

tional resources available.

The selected event was chosen according to KMC with a

probability proportional to its harmonic TST rate, from Eq.

�1�, and was made to occur by moving the system to the

corresponding product state. The system clock was incre-

mented by a time interval � from the Poisson distribution of
escape times

� = −
ln���

	ki
hTST , �4�

where � is a uniform random number between 0 and 1, and
i ranges over all possible events. AKMC steps were repeated
to model the state-to-state dynamics over a time scale set by

the rate of transitions.

All energies and forces were calculated from DFT using

the Vienna ab initio Simulation Package.59 The Cu�100� sur-
face was modeled by a three-layer, p�3�3� slab containing
nine atoms per layer with the atoms in the bottom layer held

frozen in bulk lattice positions. The Perdew–Wang 91 gener-

alized gradient functional was used to model electronic ex-

change and correlation.60 Vanderbilt pseudopotentials61 con-

structed within the projected augmented wave framework

were used.62 A plane wave basis set with an energy cutoff of

274 eV and a 2�2�1 k-point sampling of the Brillouin
zone was found to be sufficient. Geometries were considered

converged when the force dropped below 0.003 eV/Å on

each atom.

The DFT parameters were chosen to be as relaxed as

possible without corrupting the dynamical pathways. Opti-

mizing computational efficiency reduced the overall cost of

the simulation and allowed for a greater exploration of the

energy landscape. The errors made in our calculation were

tested by comparing the binding energy of methanol

to Cu�100� calculated with the chosen parameters �0.4 eV�
to more accurate settings. Increasing the k-point mesh to

3�3�1, the vacuum gap between slabs by 4 Å, the cell size
to p�4�4�, and the plane wave cutoff to 400 eV, changed the
binding energy by no more than 0.04 eV. This is within the

uncertainty of the DFT functionals, and acceptable for under-

standing the qualitative mechanisms and time scales of reac-

tion.

III. RESULTS

A. Methanol

Methanol adsorbs with the oxygen atom bonded directly

with the Cu�100� surface, either at the bridge or atop site �see
Fig. 1� with adsorption energies of 0.40 and 0.35 eV, respec-
tively. This is in agreement with the experimental value of

0.43 eV.63 The molecule is weakly bound to the surface so

there may be other conformations with similar adsorption

energies.53

We started the simulation with the methanol molecule

adsorbed over the bridge site. Saddle point searches found

the possible reaction mechanisms illustrated in Fig. 2. The

mechanisms can be categorized according to which bond

breaks. O–H bond breaking produces a methoxy �CH3O�
group and a hydrogen atom on separate hollow sites �a�. C–H
bond breaking shows more complexity; the dissociated hy-

drogen can either adsorb on a hollow site �b and c�, or bind
with the oxygen atom to form another stable configuration of

adsorbed methanol �f�, or even release into the gas phase �h�.
C–O bond breaking results in adsorbed methyl and hydroxyl

on bridge sites �e�. There are also complicated processes
which involve breaking and forming different types of bonds

in a concerted way, a methane molecule can be extracted into

gas phase by scissoring both C–O and O–H and forming a

new C–H bond �d�, and a gas-phase hydrogen molecule can
be formed by breaking both O–H and C–H before forming a

H–H bond �g�. However, these concerted mechanisms have
high barriers and are unlikely to occur at room temperature.

We also performed one aKMC step starting from the

atop structure in Fig. 1�b� and found similar mechanisms for
C–O and C–H bond breaking �see Fig. 3�. The lowest energy
O–H bond breaking event, however, is preferred at the bridge

site.

We noticed that our searches did not identify a diffusion

mechanism connecting the two states shown in Fig. 1. To

better understand this, we did a separate NEB calculation

between those two structures and found that there is no sig-

(a) bridge (b) atop

FIG. 1. The top and tilted views of a methanol molecule on Cu�100�:
�a� bridge and �b� atop site. Atom types from large to small circles are Cu
�gray�, O �red�, C �blue�, and H �white�.
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nificant transition barrier from the top site to the bridge site.

The adsorption near the top site is a very shallow minimum

and the diffusion saddle points are located extremely close to

it, which made it hard to find using the settings of our search

algorithm. Since diffusion and adsorption/readsorption pro-

cesses do not change the initial state of the system, they were

excluded from the event table.

Although methanol is not a complex molecule, we see a

variety of possible dissociation mechanisms. O–H bond

breaking �Fig. 2�a�� has the lowest barrier of 0.50 eV and a
product with almost the highest stability. This is consistent

with a previous study showing that methanol dissociation

starts with O–H bond breaking over the bridge site on

Cu�100�.53 Only at higher temperature would it be possible
to see the extraction of a methane molecule to the gas phase

�Fig. 2�d�, which is also a mechanism for methane

oxidation�,64 or the scissored methyl and hydroxyl groups on
the surface �Fig. 2�e��.

The KMC selection of mechanism �a� in Fig. 2 occurred
in 0.17 ms at room temperature and resulted in a new geom-

etry with a methoxy group and hydrogen atom adsorbed at

hollow sites. From this state, it is possible for the reverse

process of methanol formation to occur with a barrier of 0.8

eV, but there is a much lower barrier of 0.2 eV for hydrogen

diffusion. When mobile hydrogen atoms encounter each

other, they can recombine forming H2 with a barrier of 0.6

eV.53 In our simulation, we assumed this desorption process

for the isolated H atom and removed it from our simulation.

Then we could focus on methoxy in the next step of our

aKMC simulation.

B. CH3O

The methoxy group binds at the hollow site on Cu�100�
through its oxygen atom. Our simulation shows that methoxy

can rapidly diffuse from the hollow site toward the adjacent

bridge site with a tiny barrier of 0.03 eV �Fig. 4�a��. The
breaking of the C–O bond of methoxy on the hollow site has

a high barrier of 1.63 eV �Fig. 4�b��. No C–H bond breaking
processes were found for methoxy starting from this hollow

site. The fastest event at this step, which was selected in the

aKMC simulation, is diffusion to the bridge site. This is con-

sistent with previous work showing that methoxy reacts at

bridge sites.53

From the bridge site, the methoxy can either diffuse back

to the hollow site �Fig. 5�a�� or one of the C–H bonds can
break. The detached hydrogen atom via the CH bond scis-

soring might either stay on the surface �b, c, and d� or �with
a high barrier� directly release into the gas phase �e�. The
diffusion barrier of methoxy is much lower than other

mechanisms so that methoxy that bind at the bridge and hol-

low sites were considered to be in thermal equilibrium.32 The

reactant saddle product
0.50 eV

1.38 eV

1.26 eV

1.65 eV

1.68 eV

3.18 eV

3.20 eV

4.00 eV

-0.3 eV

+0.5 eV

+0.5 eV

-0.5 eV
-0.3 eV

+1.5 eV

+0.8 eV

+0.4 eV

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

prefactor (s-1)

4.7x1012

1.6x1013

1.8x1013

5.0x1012

4.5x1012

5.0x1012

2.7x1013

2.4x1014

FIG. 2. Possible dissociation mechanisms of methanol are shown either
from a top or tilted view. The energy of the saddle and product state is given
relative to the initial state.

reactant saddle product
1.41 eV -0.1 eV

1.20 eV +0.5 eV

1.46 eV

-0.3 eV

(a)

(b)

(c)

FIG. 3. Dissociation of a methanol molecule on the top site.

reactant saddle product
0.03 eV -0.004eV

1.63 eV +0.2 eV

(a)

(b)

FIG. 4. Diffusion and dissociation of a methoxy group at the hollow site.
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aKMC simulation then chose an event which brought the

system out from one of these two states, the C–H scissoring

mechanism shown in Fig. 5�b�, with a final state consisting
of a hydrogen adatom and a formaldehyde �CH2O� molecule.
We also notice that our calculated methoxy decomposition

barrier is 1.0 eV, which is consistent with previous work53

but much lower than 1.71 eV calculated from a cluster model

using the B3LYP functional.65 The time for methoxy disso-

ciation event was 228 s. This slow reaction time shows that

methoxy activation should take place at higher

temperatures.34 As in the previous step, we removed the hy-

drogen atom from the system to leave formaldehyde. This is

justified because the reverse barrier of 0.60 eV is much

higher than the hydrogen diffusion barrier.

C. CH2O

Formaldehyde adsorbs most favorably with both C and

O atoms in direct contact with the Cu�100� surface,53 which
is also the geometry found in our kinetics. Formaldehyde can

easily rotate and diffuse on the surface �Figs. 6�a�–6�e�� with
barriers less than 0.5 eV. The aKMC algorithm considered

the multiple formaldehyde adsorption states to be in equilib-

rium. The C–H bond breaking events �f–i� of formaldehyde
generate a hydrogen atom at a neighboring hollow site and a

formyl �HCO� group between two bridge sites. These events
have barriers of �0.9 eV; the chosen event occurred in 306
s, leaving a H adatom to diffuse away and an adsorbed HCO

molecule.

D. HCO

Formyl species from the previous aKMC step adsorbs at

the bridge sites with both C–Cu and O–Cu bonds. The C–H

bond in HCO points away from the surface �Fig. 7�. Saddle
point searches found three types of reaction mechanisms.

The C–H bond can break with a barrier of only 0.6 eV leav-

ing an adsorbed hydrogen atom and a CO molecule bound to

the surface �Figs. 7�a�–7�d��. These C–H bond scissoring

processes are exothermic, releasing 0.8 eV due to the strong

binding of CO on Cu�100�. Breaking the C–O bond �f� re-
quires more energy �1.1 eV� and the products are not as
stable as those from the C–H bond breaking. We also found

an unphysical mechanism �e�, which appears to result in
formyl diffusion, but actually involves the diffusion of an

entire row of Cu atoms. This is an artifact of our small sys-

tem size and the process was removed from our event table.

The aKMC algorithm chose the C–H bond breaking event in

a simulation time of 0.3 ms, leaving an isolated CO molecule

after removing the coadsorbed hydrogen atom.

E. CO

Figure 8 shows how the CO molecule can rapidly diffuse

across the bridge site between two hollow sites with a low

reactant saddle product
0.03 eV 0.004eV

0.99 eV +0.4 eV

+0.3 eV

1.18 eV +0.3 eV

1.22 eV

3.91 eV
+0.4 eV

(a)

(b)

(c)

(d)

(e)

prefactor (s-1)

5.5x1012

1.2x1013

2.4x1013

9.6x1012

5.2x1015

FIG. 5. Reaction mechanisms of a methoxy group at the bridge site.

reactant saddle product
0.27 eV +0.27 eV

0.39 eV +0.3 eV

0.39 eV +0.3 eV

0.44 eV +0.3 eV

0.44 eV +0.3 eV

0.89 eV +0.3 eV

0.89 eV +0.3 eV

0.94 eV +0.3 eV
0.94 eV +0.3 eV

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

prefactor (s-1)

5.4x1012

6.8x1012

6.8x1012

2.6x1013

2.6x1013

3.3x1013

3.3x1013

3.9x1013

3.9x1013

FIG. 6. Reaction mechanisms of a formaldehyde group on the bridge sites.
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barrier of 0.29 eV or break the C–O bond with an energy of

over 2.4 eV. At room temperature, the bond breaking event

could not occur in an experimental time scale, so our metha-

nol decomposition simulation ends with a CO molecule dif-

fusing on the surface. Furthermore, the desorption energy of

1.7 eV is lower than the decomposition barrier so that de-

composition would only take place at elevated pressures.

IV. DISCUSSION

Our simulations show that the initial activation of metha-

nol on Cu�100� is through scissoring the O–H bond, fol-

lowed by C–H bonds, and finally the C–O bond. Figure 9

summarizes the complete methanol decomposition path fol-

lowed in our dynamics simulation.

At room temperature, methanol exhibits three types of

motion on the surface: rotating and diffusing on the surface

��0.1 eV�, desorbing into the gas phase �0.40 eV�, and dis-
sociating via the O–H bond breaking �0.50 eV�. Dissociation
is the least frequent event at room temperature, consistent

with the weak chemical adsorption observed in

experiments.34 Once methanol dissociates into methoxy and

a hydrogen adatom, the system energy drops due to strong

adsorbate-surface bonding. After this step the decomposition

continues via dehydrogenation. The detached H atoms bind

strongly at hollow sites and are free to diffuse with a barrier

of 0.2 eV. At reasonable coverages, two H adatoms can meet

and recombine at room temperature, but this is a slow pro-

cess. The associative desorption barrier for H2 is 0.7 eV,
66,67

which occurs on the time scale of seconds which is still

faster than the dehydrogenation of methoxy. The assumption

in our work is that hydrogen adatoms desorb, without inter-

acting with intermediate species on the surface. In real ex-

periments, the presence of hydrogen plays a significant role.

H2 adsorbs dissociatively on Cu�100� with a barrier of 0.6
eV �lower than desorption�67 so that hydrogen is energeti-
cally favored on the surface and will be present at low tem-

perature or when there is a significant partial pressure in the

gas phase. Then, hydrogenation processes will compete with

methanol decomposition, unless the hydrogen is removed,

for example, in the form of water with an oxygen precovered

surface.34,35 Since methoxy adsorbs strongly on the surface

and its further dehydrogenation is difficult, methoxy is the

dominate intermediate species, which is consistent with ex-

perimental observation.34,35 All subsequent products gener-

ated after the dissociation of methoxy in our simulation are

mobile on the surface at room temperature, so that the for-

mation of other products is possible.

With this case study, we demonstrated that the adaptive

KMC simulation can automatically provide mechanisms of

sequential chemical reactions. The dynamics follow mol-

ecules into active sites where the reactions take place. The

method is able to find complex reaction and diffusion mecha-

nisms.

reactant saddle product
0.54 eV -0.8 eV

0.56 eV -0.8 eV

0.74 eV +0.0 eV

0.59 eV -0.8 eV

0.59 eV -0.8 eV

1.05 eV -0.05eV

(a)

(b)

(c)

(d)

(e)

(f)

prefactor (s-1)

4.8x1013

4.8x1013

6.0x1014

6.0x1014

4.0x1012

8.3x1012

FIG. 7. Possible reactions of a formyl group at the bridge sites.

reactant saddle product
0.29 eV +0.0 eV

2.41 eV +1.2 eV

2.81 eV +0.8 eV

(a)

(b)

(c)

FIG. 8. Diffusion and dissociation of CO.

-1.0

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

En
er
gy

(e
V)

(0.38 eV) (2.70 eV)
(1.12 eV)

(2.26 eV)

(1.70 eV)

Reaction step (time)
1 (0ms) 2 (5.7μs) 4 (18s)3 (5.7μs) 5 (27s) 6 (27s)

FIG. 9. The overall decomposition path for methanol on Cu�100�. Note that
the dissociated hydrogen adatoms are not shown in the insets. The zero of
energy is aligned to the methanol molecule in gas phase, ignoring the ener-
getics of desorbing H atoms. The adsorption energy for each species is given
in parentheses.
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Ideally the aKMC simulation would run automatically to

follow the reaction dynamics, but this was not entirely pos-

sible in the simulation presented here. The cost of each step

was significant so that we could not afford to model the

diffusion events which would not lead to new products. By

removing the dissociated H adatoms, we were able to focus

on the interesting species and accelerate the simulation to

follow the decomposition of methanol. The computational

cost of these simulations is determined by the number of

saddle point searches performed using forces from DFT. For-

tunately these are independent and done in parallel on super-

computers. As larger and massively parallel computational

resources become available in the future, larger first-

principles based aKMC simulations will be possible.

V. CONCLUSION

By studying the decomposition of a methanol molecule

on Cu�100�, we have shown that the adaptive KMC can be
used to study pathways of heterogeneous catalysis at the first

principles level. A set of diffusion and reaction mechanisms

were found for methanol and its subsequent dissociation in-

termediates which show the order of bond breaking and the

active reaction sites for the decomposition. This formidable

number of calculations is handled automatically and in par-

allel with job control and data analysis software.68
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