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Abstract

The deposition and ripening of Pd atoms on the MgO(10 0) surface are modeled using kinetic Monte Carlo simulations. The density of
Pd islands is obtained by simulating the deposition of 0.1 ML in 3 min. Two sets of kinetic parameters are tested and compared with exper-
iment over a 200–800 K temperature range. One model is based upon parameters obtained by fitting rate equations to experimental data
and assuming the Pd monomer is the only diffusing species. The other is based upon transition rates obtained from density functional
theory calculations which show that small Pd clusters are also mobile. In both models, oxygen vacancy defects on the MgO surface provide
strong traps for Pd monomers and serve as nucleation sites for islands. Kinetic Monte Carlo simulations show that both models reproduce
the experimentally observed island density versus temperature, despite large differences in the energetics and different diffusion mecha-
nisms. The low temperature Pd island formation at defects is attributed to fast monomer diffusion to defects in the rate-equation-based
model, whereas in the DFT-based model, small clusters form already on terraces and diffuse to defects. In the DFT-based model, the
strong dimer and trimer binding energies at charged oxygen vacancy defects prevent island ripening below the experimentally observed
onset temperature of 600 K.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Metal films and particles supported on oxide surfaces are
widely used in material science and for heterogeneous catal-
ysis [1–6]. Model catalysts consisting of vapor-deposited
metals on single-crystalline oxide surfaces are studied in or-
der to understand generic questions such as how metal
nanoparticles grow and ripen, and which factors contribute
to their catalytic activity. The Pd/MgO(100) system, in par-
ticular, has been extensively studied as a prototypical metal/
oxide system [2]. One of the motivations for understanding
the microscopic details of Pd particle growth and sintering
dynamics is to determine how to design a system with metal
0039-6028/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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particles on an oxide surface that resists sintering [7–13]. In
this study, we build upon the many experimental and theo-
retical studies that have been devoted to understanding Pd
particle growth, ripening and energetics on MgO(100)
[2,14–19]. Our main goals are to connect the microscopic
transition mechanisms with ripening dynamics on experi-
mental time scales through the use of kinetic Monte Carlo
simulations, and to explore the implications of recent
DFT calculations of Pd cluster energies and migration rates
on perfect and defective MgO(100) [20–23].
1.1. Atomic force microscopy experiments

A significant step forward in the understanding of Pd
ripening dynamics on MgO(1 00) was made in the experi-
mental work of Brune and coworkers [24,25], who used
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atomic force microscopy (AFM) to measure the Pd island
density as a function of temperature, and the theoretical
work of Venables and coworkers, who developed a micro-
scopic model with only a few adjustable parameters which
reproduces the experimental measurements [14,17,25–27].
The experiments start with an Ar-cleaved MgO(100) sur-
face, upon which 0.1 ML of Pd atoms are deposited in the
course of 3 min. After deposition, the Pd islands are viewed
with in situ atomic force microscopy (AFM) to determine
the island density. This procedure is repeated for tempera-
tures between 200 and 800 K. What is initially striking
about the results (see Fig. 2) is that the island density is con-
stant over a wide range of temperature between 200 and
600 K. This plateau is attributed to defects on the surface
which nucleate the formation of Pd islands. The plateau
island density of 2.8 · 1012 cm�1 is consistent with the
observed defect density of 1012–1013 defects/cm2 on an
UHV-cleaved MgO(100) surface [28]. Above 600 K, ripen-
ing is activate and the island density drops.

1.2. Mean field modeling

The Pd island density data have been modeled by Haas
et al. [25] through the construction of a set of coupled dif-
ferential equations for the concentration of each Pdn clus-
ter size. This model is based upon a simple set of
microscopic mechanisms and corresponding energetics.
Pd monomers are assumed to be the only diffusing species,
and are described by a uniform (mean field) concentration
on the terrace. This concentration is determined from the
balance of atoms being deposited onto the surface, the
evaporation of monomers from existing clusters, and
the attachment of these free monomers to islands or de-
fects. An upper limit on the monomer diffusion barrier is
set at 0.2 eV, so that a deposited monomer is able to reach
a defect at the lowest temperatures tested (200 K), before
meeting another monomer and nucleating a new island
on the terrace. With this fast monomer diffusion, the island
density is constant and equal to the defect density from
600 K down to 200 K, in agreement with experiment.

Above 600 K, ripening is inferred from a decrease in the
Pd island density. In the mean field model, ripening occurs
when monomers detach from clusters, overcoming the di-
mer binding energy. This can be the dissociation of a dimer
into two monomers, or the dissociation of a monomer from
a larger cluster. This dimer binding energy is fit to a value
of 1.2 eV, in order to match the observed island density de-
crease at the onset of ripening.1
1 Note that it is actually the barrier for dimer dissociation which
determines the ripening temperature. The dissociation process is assumed
to have a reverse barrier equal to the monomer diffusion barrier (0.2 eV),
giving an overall dimer dissociation activation energy of 1.4 eV. This
barrier is consistent with a process that is activated at 600 K: assuming a
standard prefactor of 1012 s�1, transition state theory predicts a lifetime of
0.1 s for the dimer at 600 K, which is the time scale on which a Pd atom is
deposited per defect site.
With just a few adjustable parameters the mean field
model fits the experimental island density data [25,17].
The agreement is compelling, but one can still worry that
the fit is not unique. That is, if a different underlying model
is assumed, the rate parameters could have significantly dif-
ferent values, and agreement with experiment reached for
different reasons. In this model, two important underlying
assumptions are that (a) Pd monomers are the only mobile
species on the terrace and (b) small clusters form two-
dimensional epitaxial islands, or more precisely, that the
binding energy of Pd atoms in a cluster can be written as
the pairwise sum of lateral bonds which are consistent with
two-dimensional island growth.

It is important to emphasize that these assumptions are
not a limitation of the modeling approach. The rate equa-
tions can be modified to include more complicated diffu-
sion mechanisms, three-dimensional clusters, and many
other factors that might be important for the dynamics.
This approach (on its own), however, is only tractable
and convincing if the experimental data can be fit using a
simple model with a few adjustable parameters.

1.3. Density functional theory calculations

Density functional theory (DFT) calculations have also
been used to investigate the energy landscape of Pd on
MgO, and show that the structure and kinetics of small
Pd clusters are more complex than previously assumed.
Specifically, small Pd clusters of three or more atoms ener-
getically favor three-dimensional structures [20–22,29], and
these clusters form spontaneously [22,29]. Another surprise
from DFT calculations is that the monomer is not the only
mobile species on the MgO surface. Small clusters, at least
up to the tetramer, are also mobile [22,23]. In fact, it has
been calculated that the tetramer diffuses faster than all
smaller clusters (including the monomer) for temperatures
above 200 K [22]. This cluster mobility could play an
important role for the ripening kinetics of Pd on MgO
[23], as it does for Au on Al2O3 [30].

The nature of defects on MgO(1 00) and the binding of
Pd clusters to these defects is also important for under-
standing the ripening dynamics of Pd clusters. [28,31,
20,32,21,33]. The neutral oxygen vacancy (F-center) binds
a Pd monomer very strongly, with an energy of 2.6 eV
[29]. When two Pd atoms bind at the F-center, however,
the second has a lower binding energy of 0.56 eV. This di-
mer binding energy is weaker than the 1.2 eV needed to
reproduce the ripening temperature in the mean field mod-
el. Such a weak dimer binding energy is not specific to Pd;
Bogicevic and Jennison [34] have calculated that the Pt di-
mer is unstable at the F-center on MgO. If dimer dissocia-
tion at the F-center is the correct mechanism of ripening,
there is a discrepancy between the energy of this process
found with DFT (0.56 eV) and that required by the rate
equation model to match experiment (1.2 eV).

Details of the DFT calculations used in this paper are
given in Ref. [29]. The calculations were done with periodic
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slabs using a plane wave basis set and the Perdew-Wang
(PW-91) gradient corrected (GGA) functional. The specif-
ics of these calculations are not of primary importance in
this work. The main results from the DFT calculations,
such as the weak dimer binding energy at F-centers, are
insensitive to the computational details. Giordano et al.
have shown this by comparing periodic calculations (essen-
tially the same as ours) with cluster-based DFT calcula-
tions using local basis sets and a hybrid B3LYP
functional [20]. In the case of the dimer at F-centers, the
B3LYP dimer binding energy is somewhat lower
(0.39 eV) than the PW-91 calculations (0.56 eV). Both val-
ues, however, are significantly different from the fitted val-
ues in the rate equations (1.2 eV). The average difference in
Pd binding at various sites on MgO, between periodic PW-
91 and B3LYP cluster calculations, was found to be on the
order of 0.1 eV [20]. The DFT energies presented here
should be assumed to have uncertainties on this order.

Recently, Giordano et al. [20,32,21] have suggested that
the inconsistency between DFT and the rate model can be
resolved if the defects on MgO are not neutral F-centers.
Their DFT calculations show a stronger dimer binding en-
ergy at the F+-center (0.91 eV) and neutral di-vacancy
(1.50 eV) defects. Furthermore, it was shown that three-
dimensional clusters are energetically favorable at these de-
fects. Since these calculations were done, Venables et al.
have been able to adjust the mean field model to accommo-
date the DFT binding energetics of three-dimensional
clusters at defects without substantially altering the
assumptions or fitting parameters [27].

1.4. First principles kinetic modeling

The rate equation based model starts with a set of
assumptions about the important diffusion mechanisms.
Unknown rates are then fit to reach agreement with exper-
iment using the minimum number of elementary steps that
reproduce all observations. If agreement cannot be
reached, or if more data is provided (such as from DFT
calculations) the underlying assumptions and/or diffusion
mechanisms may need to be changed.

In this work, we take a different approach. Our starting
point is the use of DFT calculations to map out as much of
the energy landscape as we can for Pd clusters on MgO, by
building up a set of cluster binding energies and diffusion
barriers. In this approach, we include as many elementary
steps as possible and use their propagation in time to deter-
mine which of these steps are kinetically relevant. Unbiased
saddle point searches [35–38] are used to find unexpected
diffusion mechanisms, such as the mobility of small Pd
clusters [22,29]. Reaction rates, k, are derived from energy
barriers, DE, and prefactors, m, using the harmonic form of
transition state theory,

k ¼ me�DE=kT : ð1Þ
For many diffusion mechanisms, the prefactor has been
calculated explicitly,
m ¼ P3N
i minit

i

P3N�1
i mzi

; ð2Þ

as the ratio of harmonic modes in the initial state minit
i and

the stable modes at the saddle point mzi . For those reactions
in which the prefactor was not calculated, a standard value
of 1012 s�1 was assumed.

We then use these rates in a kinetic Monte Carlo simu-
lation, and compare the calculated Pd island density with
experiment. In this way, we avoid fitting kinetic parame-
ters, and minimize our assumptions about the structure
and diffusion mechanisms of Pd clusters.
2. Simulation methodology

The method we use to connect our DFT calculations
with experiment is kinetic Monte Carlo (KMC) [39–41].
KMC is an efficient tool for modeling a sequence of ther-
mally activated rare events based upon rates from a poten-
tial energy surface [42,43]. In our simulations, we use DFT
calculations to provide the possible reactions and corre-
sponding rates. KMC is a complementary method to the
mean field rate equation approach [17], and the two agree
when the underlying physics is the same and the mean field
approximation is valid [24]. KMC is different, however, in
that each activated event is followed (such as monomer dif-
fusion hopping), as well as the position of each Pd atom in
time. This additional microscopic detail makes it easier to
include many diffusion processes into the model, and learn
which are important from the dynamics. The spatial reso-
lution in KMC also relaxes the mean field approximation;
spatially correlated events such as cluster–cluster interac-
tions and the configurational entropy of clusters are auto-
matically taken into account.

KMC allows us to bridge the time scale gap between fast
diffusion events (nanoseconds) and the slower time scale of
deposition events (seconds). To reach the experimental
time scales, we have to simulate many (106–109) micro-
scopic diffusion events. A table of all possible kinetic events
are required for every configuration that the system visits.
Each event is assigned a probability proportional to its
rate, and one chosen with the correct statistical weight
using a random number generator. The atoms in the system
are then moved to the final state of the chosen event, and
the simulation clock is incremented by a time selected at
random from a Poisson distribution with a mean (first es-
cape) time equal to the inverse of the sum of the rates.

Two sets of reaction mechanisms and rates are investi-
gated. First, those of the Haas et al. mean field model
[25] are tested so that our KMC simulations can be directly
compared with the rate equation approach. In this model,
the Pd monomer is the only mobile species, and Pd islands
are assumed to be epitaxial (two-dimensional). The second
set are taken from DFT calculations of Pd clusters on
MgO(1 00) [29]. In these simulations, small clusters spon-
taneously form three-dimensional structures which are
mobile on the MgO surface.
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Fig. 2. Comparison of experimentally observed Pd island densities after
deposition of 0.1 ML (black points), with those calculated from a rate
equation model [data from Ref. [25]] (solid line) and corresponding KMC
simulation data (blue points). The agreement shows that our KMC
simulations correctly reproduce the rate equation models, which have in
turn been fit to match experiments. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)
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3. Results

3.1. KMC based upon rate equation parameters

To compare our KMC simulations with the rate equa-
tion model of Haas et al., we have attempted to match their
assumptions (see Fig. 1) and the experimental conditions as
closely as possible [25]. The following list details this
mapping.

1. The MgO(1 00) surface is represented by a 100 · 100
square grid of oxygen sites.

2. Point defects have a density of 2.8 · 1012 cm�2, which
corresponds to 0.25% of surface oxygen sites. At the
start of the simulation, 25 of the 10,000 grid sites are
randomly chosen to be defect sites (excluding cases with
neighboring defects).

3. Pd deposition is at a rate of 3.2 · 10�2 ML/min until
a coverage of 0.1 ML is reached [1 ML = 1.13 ·
1015 cm�2]. In the KMC calculations, this corresponds
to a Pd deposition rate of 5.33 s�1, so that 1000 Pd
atoms are deposited randomly onto the surface in a sim-
ulated time of 190 s.

4. Pd monomers are assumed to be the only diffusing spe-
cies, hopping on the terrace with a barrier of 0.2 eV.
The same diffusion barrier is used for the KMC simula-
tion, with a standard prefactor of 1012 s�1.

5. Pd dimers dissociate by overcoming a binding energy of
1.2 eV and a barrier of 1.4 eV. This barrier contains the
1.2 eV dimer binding energy plus the 0.2 eV monomer
diffusion barrier. In this way, detailed balance is main-
tained for dimer formation and dissociation. The dimer
binding energy is taken as a pairwise additive interaction
for Pd atoms with more than one neighbor. A Pd atom
with two nearest neighbors, for example, dissociates
from both neighbors with a barrier of 2.6 eV,
(2 · 1.2 + 0.2 eV).

6. Pd islands are assumed to be two-dimensional on the ter-
race. This condition is enforced in the KMC simulation
by only allowing one Pd atom per O site.
Fig. 1. Examples of transitions included in the mean-field, rate equation
based model of Pd island growth on MgO(100). Monomers (purple
circles), which are the only mobile species, bind strongly when they
encounter defect sites (red squares). Arrows show possible transitions,
including (a) trapping at a defect site, (b) binding to other Pd atoms, and
(c) dissociation from a cluster. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)
7. Pd trapping energy at a defect site is 1.5 eV. The energy
barrier for a monomer to leave a defect site onto the ter-
race is taken to be 1.7 eV (including the 0.2 eV monomer
diffusion barrier).

8. Pd desorption takes place only at elevated temperatures,
and is still slow compared to the other processes at
600 K. Since, we are primarily interested in low temper-
ature island formation and the onset of ripening which
occurs experimentally at 600 K, we have not included
desorption in our KMC simulations.

Fig. 2 shows the calculated island density from these
KMC simulations, and the close agreement with the exper-
iments and mean field model of Haas et al. The island
shapes formed in the KMC simulations are shown in
Fig. 3. The islands change from dendritic at low tempera-
ture to compact at 600 K. This detail is not represented
in the rate equation model, but also does not affect the is-
land density in this particular system. Pd islands form
exclusively around defect sites; no additional islands form
on the terrace. The onset of island ripening occurs at
600 K, which can be seen from the drop in island density
(Fig. 2) and the increase in the size of the largest Pd islands
(Fig. 3). For all but the highest temperatures, O vacancies
remain filled by trapped Pd monomers. These monomers
are not counted as islands in the KMC or mean-field mod-
els, which is appropriate for comparison with the AFM
experiments.
3.2. KMC simulations from first principles energetics

DFT calculations show that the mechanisms of Pd clus-
ter growth and ripening [22,29] are somewhat different
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Fig. 3. KMC simulations of Pd island growth after deposition of 0.1 ML,
using parameters taken from a mean-field, rate equation based model.
Defect sites are shown in (a). Dots and dark regions (b–d) are Pd
monomers and larger islands, respectively. Monomer islands are not
considered when calculating the island density. [Note: the simulations
include periodic boundary conditions.]
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from what is assumed in the rate equation model [24,25].
Fig. 4a shows several such diffusion events for Pd clusters
on the terrace, calculated from DFT. Clusters, larger than
the dimer, spontaneously form 3D structures, and clusters
up to the tetramer are mobile. Small Pdn�1 clusters can also
dissociate from a Pdn cluster at a defect (see Fig. 4b) leav-
ing behind a monomer-defect complex. These monomers
are bound irreversibly to the defects in the relevant temper-
ature range (<800 K). Larger clusters form strongly bound
3D structures (e.g. Fig. 4e) which are stable for all temper-
atures of interest.
Fig. 4. DFT calculations [29] show that (a) Pd clusters, up to the tetramer,
are mobile, and (b) these clusters can dissociate from monomer-bound
F-center complexes. Larger clusters, which nucleate at defect sites (c–e),
are highly stable in a square pyramidal structure.
In the KMC simulations, the structures found with DFT
[21,29] are mapped onto a square simulation grid. Our
mapping of the most stable clusters is shown in Fig. 5.
Each square represents an oxygen site, and the value indi-
cates the number of Pd atoms in the cluster. The monomer
and dimer structures have one Pd atom on each site. The
trimer on the terrace, however, is a vertical structure (see
Fig. 4a) for which three atoms occupy two sites. When
bound to an oxygen vacancy defect, the trimer takes a
2D form and occupies an additional site. The tetramer
takes a 3D tetrahedral form, occupying three O sites, all
sharing a common Mg site. The tetramer can easily rotate
about this Mg site. We do not explicitly model this fast
rotation in our KMC simulation; to represent this rotation,
the tetramer is assumed to occupy all four O sites around
the Mg. In a similar way, the pentamer forms a square
pyramidal structure, occupying four O sites, and the hexa-
mer occupies five sites. The atomic detail of larger clusters
is not accurately reproduced in the KMC simulations.
These clusters are assumed to have pyramidal structures
with square footprints [2,19], similar to those observed in
experiment [44], and predicted by an empirical potential
[45]. Clusters with 7–14 atoms occupy a 3 · 3 square of
sites, 15–30 atoms a 4 · 4 square, and so on. The actual
number of atoms in the cluster is recorded on the simula-
tion grid. If a 14 atom cluster, for example, gains an
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Fig. 5. Pd islands are represented in the KMC simulations on a square
grid. Each grid point is an oxygen site, or an oxygen vacancy defect site
(neutral F-center, shown darker in the figure). The minimum energy
structure of each cluster (calculated from DFT) is mapped onto the grid.
The trimer, for example, has a vertical structure and occupies two lattice
sites. The pentamer takes the form of a square pyramid and occupies four
lattice sites. Clusters with more than six atoms are represented as square
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square is the number which fills a regular square pyramidal particle.



Table 1
Kinetic parameters for small Pdn (n = 1–5) clusters on the terrace and at oxygen vacancies (neutral F-centers) based on DFT calculations

Event Barrier (eV) Prefactor (s�1)a

1(a) Monomer hop, terrace 0.34 7.35 · 1011

2(a) Dimer hop (a), terrace 0.43 4.16 · 1010

2(b) Dimer hop (b), terrace 0.11 2.01 · 1012

2(c) Dimer slide, terrace 0.60 3.59 · 1010

2(d) Dimer hop/dissociation, terrace 0.56 3.0 · 1014

2(e) Dimer dissociation, terrace 0.84 4.14 · 1011

2(f) Dimer dissociation, F-center 0.88 1012

2(g) Dimer dissociation, F-center 0.70 1012

2(h) Dimer contraction, F-center 0.11 1012

3(a) Trimer hop (a), terrace 0.48 5.37 · 1010

3(b) Trimer hop (b), terrace 0.21 4.36 · 1012

3(c) Trimer slide, terrace 0.94 3.38 · 1011

3(d) Trimer dissociation, terrace 1.38b 1012

3(e) Trimer dissociation, F-center (1) 1.23b 1012

3(f) Trimer dissociation, F-center (2) 1.09b 1012

4(a) Tetramer hop, terrace 0.41 1.28 · 1014

4(b) Tetramer dissociation, terrace 2.05b 1012

4(c) Tetramer dissociation, F-center (1) 1.62b 1012

4(d) Tetramer dissociation, F-center (2) 1.73b 1012

5(a) Pentamer dissociation, terrace 1.72b 1012

5(b) Pentamer dissociation, F-center (1) 1.23b 1012

5(c) Pentamer dissociation, F-center (2) 1.73b 1012

Dimers and trimers diffuse via two sequential hopping steps, indicated by (a) and (b). Trimers, tetramers and pentamers can dissociate from F-centers
either by (1) detaching a cluster with one less atom and leaving a monomer behind on the defect, or by (2) detaching a monomer, leaving behind the smaller
cluster bound to the defect. Detailed information about these mechanisms can be found in Refs. [22,29,21].

a A value of 1012 s�1 was assumed for any mechanism in which a prefactor was not explicitly calculated.
b The dissociation barrier was estimated from the difference between initial and final state energy, plus the diffusion barrier of the dissociated species on
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additional atom, the new cluster is marked with the cluster
number 15 in each grid point within the 4 · 4 grid of occu-
pied sites. With this marking system, each cluster size and
structure is uniquely indicated on the KMC simulation
grid.

To simulate Pd growth and ripening dynamics using
KMC, a list of all kinetic events is needed, that are acces-
sible in the simulation time (3 min) and temperature range
(200–800 K). The event table and corresponding rates are
calculated from the DFT energy barriers and prefactors
listed in Table 1, using the Arrhenius equation (Eq. (1)).
Fig. 6 shows how the diffusion mechanisms are mapped
onto the simulation grid. At each KMC step, a process is
chosen at random from a list of all possible reaction mech-
anisms, including the Pd deposition event, which occurs
with the experimental deposition rate of 5.33 s�1 (for the
simulation surface containing 10,000 sites). If the deposi-
tion event is chosen, a Pd atom is added to an unoccupied
site in the simulation grid. The approximation that no
deposited atom lands on an existing island simplifies the
deposition algorithm without significantly biasing the sim-
ulation since the experimental data is for low Pd coverages
up to 0.1 ML. One final change to the standard KMC algo-
rithm is required; after each KMC step, the surface is
scanned to see if any new islands were formed. For exam-
ple, if a monomer diffuses next to another monomer, the
two sites are reassigned as a dimer. Apart from the differ-
ence between the DFT energy landscape and that of the
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monomer diffusion based rate equation model, the KMC
simulation parameters, such as simulation size, deposition
rate, temperature range, are the same as described in Sec-
tion 3.1 to match the experiments of Haas et al. [25].
Fig. 8. KMC simulation snapshots of Pd island growth on MgO(100)
surface with kinetic parameters from DFT calculations. The color and size
of the clusters are as shown in Fig. 5. In each figure there is one monomer
(red) on the terrace. All clusters are bound at defect sites, except for those
in the circled regions (in b and c). At 55 s, a dimer forms in the circled
region on the terrace (b), diffuses and merges with a monomer to form a
trimer (c), before it encounters one more monomer to become a tetramer
on the terrace (not shown). The tetramer diffuses rapidly at 200 K so that
very soon afterwards (d) the tetramer diffuses out of the circled region and
agglomerates with an island at a defect site, below it and to the left. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
3.3. Cluster mobility at low temperature

The KMC simulation of island density as a function of
temperature are plotted in Fig. 7. Both the rate equation
fitted parameters and those based on our DFT calculations
predict that the island density is equal to the defect density
at low temperatures, indicating that Pd is able to diffuse to
defect site before forming immobile clusters. There is, how-
ever, an important difference between the two models. The
rate equation model assumes that the monomer is the only
diffusing species, and the fitted value of the monomer diffu-
sion barrier is necessarily low (0.2 eV) so that monomers
can rapidly diffuse to defect sites before nucleating a cluster
on the terrace. The DFT calculations predict a higher
monomer diffusion barrier of 0.34 eV, so that at 200 K,
clusters do nucleate on the terrace. Small clusters (trimers
and tetramers) are, however, highly mobile, so they diffuse
and find defects before additional monomers cause them to
grow into larger, immobile clusters [22,23]. Fig. 8 shows a
representative example of this agglomeration mechanism
seen in a KMC simulation at 200 K. In Fig. 8b, a dimer
has formed in the circled region. Several seconds later, a
diffusing monomer merges with the dimer, forming a trimer
(c). Soon after, another monomer joins the cluster to form
a rapidly diffusing tetramer, and in a fraction of a second
(d) the cluster diffuses and agglomerates with an immobile
cluster at a defect site. This ripening mechanism is fairly
common at 200 K. In the simulation shown in Fig. 8, seven
clusters nucleate on the terrace and diffuse to islands at de-
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Fig. 7. KMC simulations using parameters calculated from DFT show
that the island density is the same as the defect density at low temperature,
matching the rate equation model (and experiment). This is due to a high
monomer diffusivity in the later, and high cluster mobility in the former.
The onset of ripening is predicted at 380 K, significantly lower than the
rate equation value of 600 K, due to the different values of the dimer
binding energy at defects.
fect sites. Had these clusters been immobile, as assumed in
the rate equation model, the island density would have
been overestimated by 30% at 200 K compared to the re-
sults from these DFT-based energetics.

3.4. Dimer stability at high temperature

The KMC simulated island density based on DFT
parameters (see Fig. 7) has a lower ripening temperature
(380 K) as compared with the rate equation model and
experiment (590 K). The reason for this is that DFT pre-
dicts a lower dimer dissociation barrier (0.70 eV) than the
fit of the rate equation model to these experiments
(1.4 eV). The importance of the dimer dissociation barrier
on the ripening temperature can be understood from the
following stages of growth observed at elevated tempera-
tures (300–800 K):

1. The first deposited Pd monomers rapidly diffuse until
they find a defect. If the defect is unoccupied, the mono-
mer binds irreversibly.

2. As defects become occupied, deposited monomers dif-
fuse to the defects to form dimers. If the dimer dissoci-
ation mechanism is not thermally active, the dimers are



Table 2
DFT-based kinetic parameters for small Pdn (n = 1–5) clusters bound at
positively charged oxygen vacancies (F+-centers)

Event (see Fig. 6) EB (eV) Barrier (eV)

2(f) Dimer dissociation 1.16 1.37
3(e) Trimer dissociation (1) 1.59 2.02a

3(f) Trimer dissociation (2) 0.94 1.29a

4(c) Tetramer dissociation (1) 1.91 2.38a

4(d) Tetramer dissociation (2) 1.35 1.69a

5(b) Pentamer dissociation (1) 1.44 1.85a

5(c) Pentamer dissociation (2) 1.25 1.59a

Trimers, tetramers and pentamers dissociate from F+-centers either by (1)
detaching a cluster with one fewer atom and leaving a monomer behind on
the defect, or by (2) detaching a monomer, leaving behind the smaller
(Pdn�1) cluster bound to the defect. The DFT calculation parameters are
the same as the calculations on F-centers except that the total number of
electrons in the system was reduced by one.

a Estimated from the binding energy plus the diffusion barrier of the
dissociated species on the terrace.

1.0 2.0 3.0 4.0 5.0

800
T (K)

600 500 400 300 250 200

Is
la

nd
 D

en
si

ty
 (

cm
-2

)

1000/T (K-1)

1012

1011

1012

1011

Experiment

F-centerF+-center

Fig. 9. Comparison of Pd island densities calculated with KMC using
kinetic parameters based on DFT calculations of Pd clusters bound at
F-center and charged F+-center defects. The dynamics at F+-center are in
agreement with experiment, showing the same ripening temperature.
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immobile and clusters nucleate. If the dissociation mech-
anism is active, monomers are able to dissociate and dif-
fuse to other monomer-bound defect sites.

3. Once a small cluster forms at a defect site, this cluster
strongly binds any monomer that diffuses to it. If the
dimer dissociation process is active, monomers can dif-
fuse from far away. In this way, monomers will add to
the growth of established clusters at defects, without
nucleating additional clusters at the monomer-saturated
defects.

The ripening temperature can be estimated from this
simple picture as the temperature Trip at which the rate
of dimer dissociation at a defect is equal to the deposition
rate per defect site (Rdep = 0.2 s�1)

Rdep ¼ me�DE=kT rip ; ð3Þ
where DE and m are the barrier and prefactor for dimer dis-
sociation. With the DFT barrier of 0.70 eV and a prefactor
of 1012 s�1, this ripening temperature is 280 K. The rate
equation model has a dimer dissociation barrier of 1.4 eV
and a corresponding ripening temperature of 560 K. These
temperatures correspond to the points at which the island
density starts deviating from the defect density in the
KMC simulations (see Fig. 7).

Eq. 3 also provides a relationship between an uncer-
tainty in the DFT energetics and the corresponding ripen-
ing temperature. The ripening barrier, DE, and the ripening
temperature, Trip, show up as a ratio in the exponent of the
Boltzmann factor, so that a fractional error in the DFT
barrier is equivalent to a factional error in the inverse rip-
ening temperature. The errors in DFT calculations are
hard to estimate, but Giordano et al. have shown that dif-
ferent DFT functionals give rise to differences in binding
energies on the order of 0.1 eV for this system [20]. The
simulations indicate a ripening mechanism with a barrier
of 1.4 eV, which leads to ripening temperature of 560 K.
If we assume that this barrier has an uncertainty of
±0.1 eV, the corresponding range of ripening temperatures
is between 520 and 600 K, which is comparable to the sep-
aration between experimental data points.

3.5. Charged defects

A possible reason that the KMC simulations based on
DFT energetics show a lower ripening temperature
(�400 K) than observed (�600 K) is that the F-center de-
fect is not the one present in the experiment. The DFT cal-
culations that were used as a basis for the KMC
simulations shown in Fig. 7 assumed neutral oxygen va-
cancy defects, but it has been suggested that the important
defects might be charged F+-center oxygen vacancies or
divacancies [20,27]. To test this possibility, we have re-cal-
culated the binding energies of small clusters at charged
F+-center defects using DFT, and estimated the cluster dis-
sociation barriers in our KMC model (see Table 2). For
each dissociation mechanism, the binding energy is calcu-
lated as the difference between the initial and final states
(see Fig. 6). For all clusters larger than the dimer, the dis-
sociation barrier is taken as the sum of the binding energy
and the diffusion barrier of the dissociating species on the
terrace. This approximation ensures detailed balance in
our KMC simulation.

The Pd monomer binds less strongly at the F+-center
(2.77 eV) as compared to the F-center (4.00 eV). This is
consistent with a Bader charge density analysis, showing
that Pd accepts charge from the surface [29]. With one few-
er electron in the vacancy, the binding energy is reduced.
This weaker bond to the surface, however, means that
the Pd adatom can make stronger bonds to other Pd atoms
on the surface. Table 2 shows that the dissociation mecha-
nisms which leave behind a monomer-defect complex have
a higher barrier at the charged vacancy than at the neutral
one. The dimer binding energy, in particular, is signifi-
cantly increased from 0.57 eV at the F-center to 1.16 eV
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at the F+-center. The corresponding increase in the dimer
dissociation barrier from 0.70 eV to 1.37 eV dramatically
changes the ripening temperature. Another interesting as-
pect of these calculations is that the trimer dissociation bar-
rier is slightly lower than the dimer dissociation barrier at
the F+-center.

The Pd island density obtained from KMC simulations
with parameters derived from these DFT results is shown
in Fig. 9. The increased dissociation barrier of clusters at
F+-centers brings the simulations into agreement with
experiment. This is largely due to the increase in the dimer
dissociation barrier. The defect-bound dimer is even more
stable than trimer so that at the 560 K ripening tempera-
ture observed in our KMC simulation, there are twice as
many trimer dissociation events (441) as dimer dissociation
events (215).

We note that Venables et al. [27] have recently reported
rate equation calculations where the energetics were chosen
to be consistent with the DFT calculations of cluster bind-
ing to F+-centers [27].

4. Discussion

This work addresses two different aspects of modeling
metal particle growth and sintering on oxides. First, there
is the issue of determining the set of transitions which con-
trol Pd island growth and ripening (the model), and then
there is the issue of how well a comparison of calculated re-
sults based on an assumed model with experimental data
can be used to determine this set of transitions.

The kinetic model that we have built using results of
DFT calculations combines phenomena that have been dis-
cussed in the recent literature. These include mobility of
small clusters [30,46,22,23] and the nature of defects which
determine the binding of clusters and the onset temperature
of ripening [20,32,21,27]. Simulations of Pd island forma-
tion allow us to combine these microscopic mechanisms
and observe which are important for the resulting kinetics.
The simulations are far from equilibrium, so it is hard to
predict a priori how significant a particular mechanism
might be. For example, cluster mobility is observed to be
important at temperatures near 200 K. Cluster mobility
can also play a role in high temperature ripening because
it allows for the dissociation of clusters of two or more
atoms from large, immobile islands. This was not found
to be so important in the Pd/MgO system, but it could
be for other metal/oxide systems, or for other defects such
as the divacancy [21,27].

A second consideration is how to evaluate whether a ki-
netic model captures the correct physics underlying ob-
served phenomena. This is a non-trivial issue that goes
beyond comparing a simulated Pd island density with what
is observed experimentally. One should consider how many
independent data points are being modeled, how many fit-
ting parameters are in the model, and how many other pos-
sible models could be constructed which also agree with the
experimental data. In this case, there are two dominant fea-
tures in the Pd island density data: a constant density
above 200 K and the onset of ripening at 600 K. With these
limited data, models with more than one or two fitted
parameters are likely non-unique. In the case of the rate
equation based approach [17,25], a great deal of experience
has been built into the model, but with two fitting param-
eters (the monomer diffusion and dimer dissociation rates)
it would be surprising if the assumed model were unique.

The approach we have taken here is to derive all kinetic
parameters (including diffusion mechanisms and energet-
ics) from DFT calculations, and then determine whether
the simulated island density matches experiment. If not,
the assumptions in the DFT calculations should be ques-
tioned, such as the nature of defects in this case, or the
approximations in DFT itself.

5. Conclusions

We have constructed a KMC model to simulate experi-
mental measurements of Pd island growth on MgO(100)
during Pd vapor deposition involving many atomic scale
transitions that lead to diffusion, cluster nucleation and rip-
ening. The KMC method is shown to be consistent with
previous rate equation results, when compared using the
same set of parameters. KMC simulations were then car-
ried out including a variety of additional elementary steps
that were neglected in earlier models, using parameters
from DFT calculations, including small cluster diffusion,
three-dimensional cluster formation, coalescence, and clus-
ter breakup mechanisms. These simulations show that clus-
ter mobility plays an important role for island growth at
around 200 K, and that the onset temperature of ripening
is directly related to the rate of dimer dissociation at defect
sites. This ripening temperature is found to be lower than
experiment, assuming neutral oxygen vacancy defects on
the surface. When we assume charged vacancies, the island
densities obtained from the KMC simulations are in agree-
ment with experiment using directly energetics obtained
from first principles DFT calculations and without any
adjustment of parameters. As in the neutral vacancy case,
the ripening temperature is determined by the rate of clus-
ter dissociation at defects, but at the F+-center, it is the tri-
mer, rather than the dimer, which gives rise to the majority
of ripening events. These DFT energetics, used with either
KMC or rate equation based models [27], match experi-
ment and provide detailed new insights regarding the
mechanism of Pd diffusion during film growth and the nat-
ure of the defects on MgO(1 00) which influence Pd film
growth.
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