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ABSTRACT: Machine-learning algorithms have been proposed to
capture electrostatic interactions by using effective partial charges.
These algorithms often rely on a pretrained model for partial
charge prediction using density functional theory-calculated partial
charges as references, which introduces complexity to the force
field model. The accuracy of the trained model also depends on the
reliability of charge partition methods, which can be dependent on
the specific system and methodology employed. In this study, we
propose an atom-centered neural network (ANN) algorithm that
eliminates the need for reference charges. Our algorithm requires
only a single NN model for each element to obtain both atomic
energy and charges. These atomic charges are then employed to
compute electrostatic energies using the Ewald summation
algorithm. Subsequently, the force field model is trained on total energy and forces, with the inclusion of electrostatic energy.
To evaluate the performance of our algorithm, we conducted tests on three benchmark systems, including a Ge slab with an O
adatom system, a TiO2 crystalline system, and a Pd−O nanoparticle system. Our results demonstrate reasonably accurate predictions
of partial charges and electrostatic interactions. This algorithm provides a self-consistent charge prediction strategy and possibilities
for robust and reliable modeling of electrostatic interactions in machine-learning potentials.

1. INTRODUCTION
Computer simulation approaches play a vital role in advancing
our understanding of molecular systems in the fields of
chemistry, biology, and materials science. The accuracy of the
potential energy surface (PES) determines the reliability of the
simulation results. Density functional theory (DFT) offers
reasonable accuracy for constructing a PES, but its high
computational cost limits the application to small system sizes
and short time scales.1 Empirical potentials based on a physical
approximation are cost-effective alternatives for the PES
description and have been widely used in molecular dynamics
simulations of large systems. Nevertheless, empirical potentials
can suffer from limited accuracy and transferability across
various systems due to their parametrization for specific
chemical environments.

In recent decades, machine learning techniques have
emerged as powerful tools to “learn” the PES of atomic
systems. Machine-learning potentials (MLPs) generated
through these techniques, such as neural network potential
(NNP),2−10 Gaussian approximation potential,11,12 graph
convolutional networks potential,13−15 etc., have demonstrated
DFT-level accuracy with lower computational costs.16−19

These MLPs have expanded the possibility for simulating
larger systems and enable dynamic simulations on extended
time scales with DFT accuracy. For example, MLPs have been
used to study the phase behaviors of various materials,

including Si,20,21 Ga,22 P,23 bulk and two-dimensional H2O
systems,24,25 etc. By utilizing MLPs, researchers have generated
phase diagrams at DFT-level accuracy to uncover underlying
mechanisms that were previously challenging to achieve using
DFT.

Although these MLPs have achieved notable success, they
typically focus on describing atomic interactions within a
constrained atom-centered sphere defined by a radial cutoff.
These algorithms do not compute charge information and
often neglect long-range interactions. Behler classified these
algorithms as second-generation machine-learning algorithms,
in contrast to the first-generation algorithm developed by
Doren and co-workers26 which was applied to smaller systems.
It is worth emphasizing that an accurate description of long-
range interactions is crucial for capturing many material
properties. Specifically, an accurate representation of partial
charge information in MLPs is important because charge-
transfer behavior at the molecular level plays a fundamental
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role in chemistry, physics, biology, and materials science.27−30

For example, charge transfer occurs between adsorbate and
electrodes in electrochemical reduction reaction,31 ligands and
metals in metal complexes,32,33 as well as donors and acceptors
in conjugated photovoltaic materials.34,35 In these cases, long-
range electrostatic interactions affect the properties, such as
catalytic activity, solvation, and adsorption behavior. There-
fore, adequately accounting for long-range interactions is
essential for a comprehensive understanding and accurate
prediction of these material properties.

Several algorithms have been developed to incorporate long-
range electrostatic contributions into machine-learning models
for total energy calculations. Deng et al.36 presented electro-
static Spectral Neighbor Analysis Potential (eSNAP) for highly
ionic α-Li3N, where fixed charges were assigned to Li and N
atoms to compute the electrostatic energy. This approach with
constant charges is not applicable to material systems with
charge redistribution behavior. Alternatively, Artrith et al.37,38

proposed that a more versatile methodology utilizes two
separate NN models. One NN model captures atomic partial
charges as a function of local chemical environments, while the
other NN model fits local atomic energies by subtracting the
electrostatic energies from DFT total energies. This algorithm
with environment-adaptive charges is known as a third-
generation MLP. More recently, Behler, Goedecker, and
their co-workers introduced fourth-generation high-dimen-
sional NN potentials (4G-HDNNPs),39,40 which employed
charge equilibration (Qeq) algorithms to fit DFT charges. The
atomic electronegativities were adjusted to ensure agreement
between the charges obtained from the Qeq method and the
DFT reference values, allowing the atomic charges to distribute
optimally throughout the system. The adoption of the Qeq
method demonstrated improved performance in incorporating
charge effects into machine-learning models, enabling better
representation of materials with varying charge distribu-
tions.41,42 The effective atomic partial charges can also be
indirectly trained through fitting the ab initio dipole moment,
as implemented in PhysNet.43 Additionally, the self-consistent
field NN (SCFNN)44 and deep potential long-range schemes45

were developed to incorporate the electrostatic interaction
using the Wannier center for the representation of electronic
structure information. These models demonstrated effective-
ness for organic molecules and liquid water systems.

These advancements have demonstrated success in incor-
porating electrostatic interactions in machine-learning models.
However, they typically require an additional NN model for
pretraining atomic partial charges or electrostatic energy,
which adds complexity to the MLPs. Additionally, the use of ab
initio partial charges (such as DFT charges) as target values for
network training, as seen in 4G-HDNNPs, is subjective. DFT
charges based on different charge partition schemes can yield
varying numerical values, and their applicability depends on
the specific system. There is a need to develop new machine-
learning algorithms that are independent of the DFT reference
charges.

In this work, we propose a charge-optimized atom-centered
NN (ANN) algorithm that incorporates an electrostatic
interaction. It allows the model to predict the atomic partial
charges without relying on DFT partial charges. The algorithm
simultaneously captures environment-dependent atomic partial
charges and local atomic energy by using a single NN model.
The capability of the scheme is benchmarked using three
distinct material systems and chemical environments. The
following section provides a detailed methodology of the
algorithm, followed by the presentation of training results for
representative material systems, including a Ge slab with O
adatom, a TiO2 crystalline system, and a Pd−O nanoparticle
system.

2. COMPUTATIONAL DETAILS
2.1. Charge-Optimized Electrostatic Interaction ANN

Algorithm. The partial charges of atoms are subject to the
influence of their local chemical environments. The variation in
their local chemical environments results in changes in atomic
partial charges, thus impacting the total energy and atomic
forces of the system. The NN models are potentially capable of
learning and capturing these impacts by fitting the total energy
and atomic forces without reference to DFT charges. To

Figure 1. Flowchart of the charge-optimized electrostatic-interaction ANN algorithm. Two nodes are designed at the output layer of each NN
model for the prediction of local atomic energies (Ei

loc) and charges (qi), respectively. The charge value is then corrected to ensure charge
conservation of the system. The corrected charge (q̂i) is used to calculate the electrostatic energy and forces with the Ewald summation method.
Gi,n represents the n-th ACSFs centered at the i-th atom. Ei

loc, Eelec, and Etot represent the predicted local atomic energy of atom i, electrostatic
energy of the structure, and total energy of the structure, respectively. Note that the form of the loss function is same with and without considering
electrostatic interactions.
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achieve this, we extended the framework of the NN model
proposed by Behler and Parrinello37,38 (denoted as BPANN)22

to incorporate electrostatic interactions with atomic partial
charges as outputs of the NN model. This modification allows
us to retain the original loss function while considering the
influence of partial charges. The resulting algorithm, named the
charge-optimized electrostatic-interaction ANN algorithm, is
depicted in Figure 1 for a comprehensive overview.

As shown in Figure 1, we employed a NN model for each
element with atomic local environments (Ri) as inputs that are
described by the modified atom-centered symmetry functions
(ACSFs) Gi = {Gi,n}, also known as descriptors (see the
Supporting Information, Section S1 for details). Gi,n represents
the n-th ACSF centered at the i-th atom. Different from
BPANN, we utilized two output nodes that are, respectively,
responsible for the local atomic energy Ei

loc, excluding
electrostatic interaction, and partial charges qi of atom i.
Upon NN mapping, they are expressed as a function of the
descriptors Gi in the form of qi(Gi (Ri)) and Ei

loc(Gi(Ri)). In
order to guarantee charge conservation in the system, a charge
correction method43 is applied. The final predicted charge q̂i(G
(R)) is given by eq 1. Note that the charge obtained from the
ANN algorithm described in the following sections is the final
predicted charge.

=
=

q q
N

q Q1
( )i i

j

N

j
1 (1)

where N and Q are the total number of atoms and the total
charge of the system, respectively. The charge correction
method eliminates any net charge in the system (Table S1).
The predicted charge q̂i was then used in the Ewald summation
method to compute the electrostatic energy Eelec of the system.
For the charge-neutralized system, Ewald summation consists
of three terms:46 the real space sum E(r), the reciprocal sum
E(k), and the self-term E(s). For the simplicity of this paper, the

specific expressions of these three terms are shown in the
Supporting Information (Section S2). Hereby, we have the
form of electrostatic energy, as shown in eq 2.
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Then, the total energy was calculated as the sum of the local
atomic energy and electrostatic energy with eq 3.
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We calculated atomic forces using the mathematical
expression of the energy shown in eq 3. From the chain rule,
the local atomic forces Fi,β

loc on atom i in the direction β can be
expressed as eq 4.
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where βi is the distance vector component in the direction β
and Mi is the number of ACSFs. The electrostatic forces Fi,β

elec

on atom i in the direction β can be derived by differentiating
electrostatic energy Eelec from Ewald summation with respect
to βi.

= =F E E E E
i

i i i i
,
elec

elec (r) (k) (s)

(5)

Note that the derivatives of the predicted charges are included,
since they are a function of the local chemical environments in
our ANN algorithm. The specific form of the electrostatic

Figure 2. Atomic illustration of material systems used in this study. (a,b) Ge slab with O adatom system, (c) Pd−O nanoparticle system, where O
atoms that are adsorbed on the nanoparticle surface are yellow, and (d−f) TiO2 system, including the anatase and brookite crystalline structures,
along with the brookite TiO2 with six O vacancies. The atomic elements are color-coded as follows: Ge in green, Pd in gray, Ti in blue, and O in
red.
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forces and additional details can be found in Section S2 of the
Supporting Information.

The total energy and atomic forces were trained to reference
values by minimizing the loss function defined in eq 6. The loss
function shares the same form as that of the traditional ANN
algorithm.

= +
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where pe and pf are the energy and force coefficient,
respectively. Unlike previously reported algorithms that involve
two-step training processes,37−39 our algorithm trains the local
atomic energies and partial charges simultaneously by varying
the weight and bias of the NN model. The ratio of the
electrostatic term and the local atomic term is determined by
the NN model, allowing the charge partitioning process to be
completed based on minimizing the loss function without
relying on predefined values. Our training scheme is based on
self-consistent charge partitioning, which is the key motivation
behind this paper.

2.2. Development of Machine-Learning Potentials.
We implemented our charge-optimized electrostatic-interac-
tion ANN algorithm in the python atom-centered machine-
learning force field (PyAMFF) package.47 Throughout this
study, we employed NN architectures with two hidden layers
consisting of 108 and 32 neurons. The tanh function was

selected as the activation function for these models. To
optimize the NN models, we adopted the loss function in eq 6
with pe = 1.0 eV−1 and pf = 0.1 Å2·eV−1. The weights
connecting each layer were initialized from a normal
distribution and then optimized to minimize the loss function
with the Limited-Broyden-Fletcher-Goldfarb-Shanno (L-
BFGS) algorithm. For data set preparation, we randomly
divided the structures, allocating 10% as the test set and 90% as
the training set. Specific hyperparameters of ACSFs for each
system are detailed in Tables S3−S8. Eight independent NN
models were trained for each system, and the one exhibiting
the best performance is reported here.

2.3. Data Set Preparation and DFT Calculations. To
validate the reliability of our algorithm, we prepared data sets
of three binary material systems with diverse structures: a Ge
slab with an O adatom system, a TiO2 crystalline system, and a
Pd−O nanoparticle system. Note that our focus is not on
developing general MLP models for these systems, and the
completeness of the training data set is not considered here.
For the data set of the Ge slab with an O adatom, we obtained
736 structures from an open-source data set repository: Open
Catalyst 2020 (OC20).48 The data set includes local minimum
and nonequilibrium structures obtained from the optimization
of randomly sampled low-Miller-index facets of Ge (examples
are shown in Figure 2e). The TiO2 crystalline system data set
contains stoichiometric anatase and brookite crystal structures
(Figure 2a,b), with 650 and 913 structures, respectively. To
account for nonstoichiometric situations, we also included 883

Figure 3. Scatter plots illustrating correlations of (a) energies, (b) forces, and (c) charges calculated by the ANN algorithm with corresponding
DFT values for the Ge slab with O adatom system. Histograms of charge distribution of (d) O and (e) Ge atoms with different local environments.
(d) Orange and blue histograms represent the charge distribution of O atoms coordinated with 1 and 2 Ge atoms, respectively; (e) blue, orange,
green, and red histograms show the charge distribution of Ge atoms coordinated with 2, 3, and 4 Ge atoms, as well as 1 O atom, respectively.
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brookite TiO2 structures with six O vacancies (Figure 2c).
Overall, a total of 2446 structures were included in the TiO2
crystalline system data set. The Pd−O data set contains 1293
structures of Pd−O amorphous nanoparticles. These nano-
particles have a diverse number of absorbed O2 molecules on
their surfaces. Specifically, the O atoms can be found either in
coordination with Pd atoms within the nanoparticles (referred
to as embedded O) or as absorbed molecular O2 on the
nanoparticle surface (as highlighted in Figure 2d). The
nanoparticle sizes vary, ranging from 32 atoms to 97 atoms.
A vacuum space of 10 to 15 Å was maintained to avoid
interactions between neighboring images.

The reference energies and forces for the TiO2 crystalline
and Pd−O nanoparticle systems were calculated by DFT as
implemented in the VASP package.49 The project-augmented
wave method and plane wave basis sets with an energy cutoff at
500 eV were applied to represent the core−valence electron
interaction. The exchange−correlation interaction was treated
within the generalized gradient approximation by using the
Perdew−Burke−Ernzerhof functional. K-point meshes with a
maximum spacing of 0.05 Å−1 were employed for all DFT
calculations.

3. RESULTS AND DISCUSSION
3.1. Ge Slab with O Adatom System. We first tested our

algorithm on a simple system involving a Ge slab (111) surface
with one O adatom. The training scheme illustrated in Figure 1
was employed to incorporate electrostatic interaction, and no
DFT charge information was provided during the training
process. The energy and forces obtained from the NN model
against the DFT method are presented in Figure 3a,b, showing
a tight distribution along the y = x line for both energy and
forces, giving root mean square errors (RMSEs) of 0.64 meV/
atom and 37.03 meV/Å for the training set, respectively.
Comparable RMSEs are obtained for the test set with values of
0.97 meV/atom and 67.95 meV/Å, respectively. Note that we
did not observe an improvement in the performance for energy
and force evaluation over the traditional ANN algorithm,
similar to previous reports.50 Instead, we surprisingly found
that our new algorithm generates reasonably accurate

predictions on atomic charges, although there is no
incorporation of DFT charge information during the training.

Figure 3c shows the correlation between the NN-predicted
and DFT Bader charges for the test set, with the corresponding
zoomed-in figures for the O and Ge atoms shown in Figure S7.
The local environment analysis of the O and Ge atoms was
conducted by calculating the corresponding coordination
number (CN) and the results are presented in Figure 3d,e,
respectively. As illustrated in Figure 3c, the predicted charges
from the ANN method align along the y = x line when
compared to the DFT charges, generating RMSE values of 0.05
and 0.10 |e| for O and Ge (Table S2), respectively. This
alignment underscores the accuracy of our NN model in
predicting atomic charges. Notably, O atoms with CN = 1 and
2 (corresponding to the O atom on the hollow and top sites)
manifest charges with mean values of −0.8 and −0.95 |e|,
respectively. The distribution of these charges closely follows
the y = x line, indicating robust agreement between predicted
charges and DFT values. For Ge atoms, the accuracy of the
predicted charges relies on their coordination environment. A
substantial portion of Ge atoms in the data set are surrounded
by 3 or 4 Ge atoms and do not directly interact with the O
atom. For these Ge atoms, no obvious charge transfer is
observed. The ANN algorithm captures this information,
resulting in predicted charges near 0.0 |e|. Nevertheless, a small
portion of Ge atoms that form bonds with the O atom have
mean predicted charges of 0.4 |e|, which is lower than the DFT
charges (Figure S7b). This discrepancy potentially stems from
an insufficiency in local environments available for this specific
category of Ge atoms.

To further validate the accuracy of the ANN method in
predicting charges, we selected two displacements of the O
atom on the Ge slab. The first involved shifting the O atom
from one 3-fold hollow site to a top site, while the second
moved the oxygen atoms away from the slab. Along these
directions, we monitored the O charge using the developed
NN models and the DFT-based Bader charge analysis
method.51 Figure 4a,b shows the charge variation of the O
atom obtained from the NN model and the Bader charge
analysis and shows that our method captures the trend in
variation of the O charges in comparison to the results

Figure 4. Charge variation of the O atom when (a) shifting from the 3-fold hollow site to the top site and (b) displaced from the Ge slab. The
green and red spheres represent Ge and O atoms, respectively. The orange lines show the charges of each structure calculated by DFT. The blue
lines show the NN-predicted charges of each structure computed from the same NN model used in Figure 3.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.3c01254
J. Chem. Theory Comput. 2024, 20, 2088−2097

2092

https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01254/suppl_file/ct3c01254_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01254/suppl_file/ct3c01254_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01254/suppl_file/ct3c01254_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c01254?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c01254?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c01254?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c01254?fig=fig4&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c01254?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


obtained from the DFT method. In the first direction (Figure
4a), the O adatom undergoes a transition from the 3-fold
hollow site to a top site, resulting in a subtle increment in the
charge of the adatom as per DFT findings. This effect arises
due to the diminished interaction between O and Ge during
the shifting processes. Notably, our NN model accurately
predicts this trend, aligning well with DFT. In the second
direction, the O atom is moved away from the Ge slab, altering
the Ge−O distance from 1.25 to 3.25 Å. According to the DFT
results, the O charge experiences a decrease as the Ge−O
distance changes from 1.25 to the equilibrium distance of 1.73
Å (Figure 4b). Beyond this equilibrium point, further
extension of the Ge−O distance leads to an increase in the
O charges, indicating reduced electron transfer from Ge to O.
Remarkably, our NN models capture and follow this trend of
charge variation for the O atom as the Ge−O distance changes.
This observation demonstrates that our charge-optimized
ANN scheme has the capability to effectively learn atomic
charges by incorporating electrostatic interactions.

In summary, the developed ANN algorithm learns atomic
charges as a function of the local atomic environment. The
model’s capability is evident in its ability to accurately predict
charges for various atomic configurations, with notable
successes in capturing the charge distribution for O atoms
with distinct CNs and discerning the intricacies of charge
transfer for Ge atoms engaged in direct interactions with O
atoms.

3.2. TiO2 Crystalline System. The second material system
studied contains TiO2 crystalline structures consisting of
relaxation trajectories for three distinct structures: anatase,
brookite, and brookite with six O vacancies (denoted as vac-
brookite TiO2) structures. The stoichiometric balance inherent
in the crystalline framework helps equilibrate the distribution
of local environments for both Ti and O atoms. Figure 5a,b
shows the predicted energies and forces from the NN model
against the reference DFT values. The tight distribution
observed in both figures shows good agreement between the
NN-predicted values and the DFT data. The performance of
the NN model remains consistent across both the training and
test sets, yielding energy RMSEs of 4.03 and 5.25 meV/atom
and force RMSEs of 154.31 and 163.41 meV/Å, respectively.
These data show that our algorithm effectively captures the
energy and force within each distinct local environment
present in the TiO2 data set.

In the energy and force evaluation, our NN model
performed concurrent calculations of charges associated with
individual Ti and O atoms, as shown in Figure 1. These
charges are presented in Figure 5c, showing the predicted
charges relative to the DFT for the test set. Predicted charges
for the O atoms exhibit a range spanning from −1.2 to −0.75 |
e|, while Ti atoms are positively charged with values from 1.2 to
2.0 |e|. Zoomed-in figures for Ti and the O atoms are provided
in Figure S8. These predicted charge values are aligned with
the atomic charges obtained from the reference DFT values
with RMSE values of 0.07 and 0.06 |e| for Ti and O (Table S2),

Figure 5. Scatter plots illustrating the correlation of (a) energies, (b) forces, and (c) charges calculated by the ANN algorithm with the
corresponding DFT values for the TiO2 crystalline system. Histograms of charge distribution of (d) O and (e) Ti atoms with different local
environments. Blue, orange, and green histograms represent the charge distribution of O and Ti in anatase, perfect, and O-vacancy-defected
brookite TiO2, respectively.
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respectively, thereby demonstrating the efficacy of our ANN
algorithm for charge prediction.

To explore the local-environment dependence of atomic
charges, we plotted the charge distributions of O and Ti atoms
across all structures in the data set based on three different
crystal structures (Figure 6). As shown in Figure 5d,e, our NN
model effectively distinguishes between O and Ti atoms in
anatase and those in brookite TiO2. In the case of perfect
anatase, the mean charges on the O and Ti atoms are −0.95
and 1.90 |e|, respectively, whereas the corresponding values for
perfect brookite TiO2 are −0.94 and 1.88 |e|. This observed
difference in charges implies a more pronounced charge
transfer occurring in anatase TiO2, in line with the DFT
results. Remarkably, the NN model successfully predicted
changes in oxidation states when an oxygen vacancy is induced
in brookite TiO2. As shown in Figure 5d,e, apparent shifts in
charge distributions of the O and Ti atoms are observed in the
vac-brookite TiO2 despite both exhibiting distribution patterns
akin to those in the perfect system. The peak positions shift
from −0.94 to −1.13 for O and from 1.88 to 1.69 |e| for Ti.
This shift indicates a reduction in the oxidation state of Ti due
to the removal of O atoms from the lattice. Simultaneously,
each remaining O atom in the lattice gains charge to maintain
overall system neutrality.

3.3. Pd−O Nanoparticle System. Finally, we evaluated
our methods using a Pd−O nanoparticle system characterized
by amorphous structures. The training data set encompassed
oxidized Pd nanoparticles, as well as nanoparticles with

adsorbed oxygen atoms or molecules, thus providing a diverse
array of chemical environments for Pd. Figure 6a,b shows the
correlation of energy and forces predicted by the NN model
and the DFT values. The energy RMSE for the Pd−O
nanoparticle training and testing sets are 5.01 and 4.67 meV/
atom, respectively. The force RMSEs are 159.42 and 165.75
meV/Å, respectively.

Figure 6c presents a comparison of atomic charges obtained
from our ANN algorithm and the reference DFT method for
the test set. For a more detailed examination of this
correlation, refer to the enlarged figures in Figure S9. Our
NN model managed to predict atomic charges for both Pd and
O atoms with RMSE values of 0.07 and 0.09 |e|, respectively, in
close agreement with those from DFT. Looking into the details
of the coordination environment, shown in Figure 6d,e, Pd
atoms in the nanoparticles exhibit more diverse coordination
environments with O as compared to Ge atoms in the Ge slab
system and the Ti atoms in the crystalline TiO2 systems. This
diversity leads to a wider distribution of charges from −0.25 to
1.0 |e| (Figure 6c). Specifically, Pd atoms can be classified into
four types based on their interaction with O, resulting in Pd
atoms binding with 0, 1, 2, and 3 O atoms. Our NN model
successfully captured these distinct patterns, generating charge
distributions peaking at 0.05, 0.25, 0.45, and 0.67 |e| (Figure
6e), respectively. These findings correlate well with the DFT
results, effectively reflecting the changes in the oxidation state
of Pd due to varying O atom bindings. For O atoms, two
distinct charge distribution patterns are observed, peaking at

Figure 6. Scatter plots illustrating the correlation of (a) energies, (b) forces, and (c) charges calculated by the ANN algorithm with the
corresponding DFT values for the Pd−O nanoparticle system. Histograms of charge distribution of (d) O and (e) Pd with different local
environments. (d) Orange and blue histograms represent the charge distribution of embedded O and molecular O2; (e) blue, orange, green, and
red histograms represent the charge distribution of Ti atoms with CN from 0 to 3, respectively.
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−0.65 and −0.30 |e|, corresponding to atomic and molecular
oxygen, respectively.

4. CONCLUSIONS
In conclusion, we introduced an ANN algorithm that explicitly
integrates long-range electrostatic interactions. This algorithm
generates environment-dependent charges and atomic energies
within a single NN model. The former describes electrostatic
interactions, while the latter represents local atomic
interactions. This strategy empowers the NN model with the
capability to predict atomic charges, relying solely on DFT
energies and forces as references, thus eliminating the need for
reference charge data. The efficacy of this algorithm is
evaluated through three benchmark systems: a Ge slab with
an O adatom system, a crystalline TiO2 system, and a Pd−O
nanoparticle system. The computed atomic partial charges
exhibit a remarkable correlation with the DFT charges derived
through Bader charge analysis. This correlation underscores
the NN models’ capacity to fit the electrostatic interactions
independently of DFT charges.

The algorithm we developed here has demonstrated
reasonable accuracy in predicting atomic charges, suggesting
advancements in the development of self-consistent methods
for the calculation of atomic charges within MLPs. Nonethe-
less, the inclusion of a long-range electrostatic interaction did
not yield anticipated improvements in energy and force
evaluation. A deeper exploration of how hyperparameters
influence the performance of the ANN algorithm is crucial for
refining its effectiveness. Further improvement in the charge
prediction accuracy is also needed, especially in regions where
there is limited variation in atomic charges. Additionally, the
potential applicability of this algorithm to non-neutral systems
has yet to be investigated. Introducing the Qeq scheme is
potentially necessary to improve the accuracy of atomic charge
prediction and make it suitable for non-neutral systems.
Computational efficiency is another barrier preventing the
actual implementation of the ANN algorithm described here.
The implementation of the Ewald summation scheme results
in a slowdown of both the training and energy and force
evaluation processes. To overcome these barriers, further
optimization is required for the entire ANN algorithm as well
as the Ewald summation scheme. This optimization is essential
to broaden the application of the charge-optimized ANN
algorithm.
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