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A B S T R A C T

Layered transition metal oxides used as cathodes in modern metal-ion batteries are prone to surface re-
construction, which is a key reason for electrochemical performance degradation. Despite extensive research on
this class of materials the mechanism of surface reconstruction is still not fully clear. In this work, we use density
functional theory to study the influence of antisite defect pairs on the surface structure and energetics in pristine
oxide materials: LiNiO2, LiCoO2, NaNiO2, and NaCoO2. Wullf constructions were built to predict thermo-
dynamically favorable surfaces and their orientation, which are in agreement with experiments. The energetics
and structure were studied and compared for surface and bulk antisite defect pairs, which can be accompanied
by transition metal charge disproportionation to +2 and +4, with the latter corresponding to the formation of a
small hole polaron. Individual antisite complexes at the surface are found to be additionally stabilized opposite
to those in the bulk, while no excess energy is released for the complete antisite-based surface reconstruction.
These results provide insights for controlling the morphology of cathode particles and shed light on surface
reconstructions in layered oxides.

1. Introduction

Transition metal layered oxides (TMOs) are one of the most im-
portant classes of cathode materials for Li/Na-ion batteries [1,2]. Li-
based TMOs deliver high specific energy, fast ionic diffusivity, and good
electronic conductivity; their value is increased by a relatively easy
synthesis and reasonable production costs [3,4]. Despite the great
success of TMOs in commercial applications, they have several serious
drawbacks, which hinder further improvement of battery specific ca-
pacity and lifetime. In particular, the crystal structure of TMOs is in-
sufficiently stable, which results in surface reconstruction and excessive
reactivity with the electrolyte in a battery cell [5–7].

The importance of the surface is emphasized by the dispersed nature
of a composite cathode material [8], in which micrometer-sized parti-
cles have a significant contact area with the electrolyte, allowing fast
charge transfer per unit volume and short diffusion lengths for Li+/Na+

cations [9]. The reduction in the size of particles improves the perfor-
mance of the cathode material, which is, unfortunately, accompanied
by a further increase of particle reactivity towards the electrolyte [10].
Several studies show that this problem can be partially alleviated
through tuning of chemical composition and corresponding control of
surface reconstruction [11–14]. This process is far from being fully

understood.
According to one group of experimental studies, the reconstruction

occurs only after interaction with the electrolyte. These include re-
construction to spinel after cycling in Li[Ni1/5Li1/5Mn3/5]O2 [11], to
rocksalt after immersion into electrolyte of LiNixMnxCo x1 2 O2 [15], and
to rocksalt after cycling in Li[NixCoyMn x y1 ]O2 (x > 0.8) [12]. In the
other group of experimental studies the reconstruction is observed in
pristine particles after synthesis: in Li-Mn-rich oxides [16] both to
rocksalt and spinel, in LiNi0.80Co0.15Al0.05O2 to rocksalt [17], and in
NaMnTi0.1Ni0.1O2 to spinel [13]. The reconstruction is accompanied/
promoted by surface segregation of elements [18], which can have ei-
ther a positive influence, such as W [12] and Ti [13], or a negative
influence, such as Ni/Co [16].

To rationalize this behavior in Li and Na-based oxides, a better
fundamental understanding of the structural transformations at the
surface is required. However, it is complicated by a sophisticated che-
mical composition and experimental difficulties to study surface
changes on the atomic scale. These issues can be resolved by computer
modeling of simple surface transformations in pure model systems, such
as LiNiO2, LiCoO2, NaNiO2, and NaCoO2, which are still of significant
practical importance.

Both experimental and density functional theory (DFT) studies
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reveal that in LiNiO2 and LiCoO2 the two primary surfaces are (104)
and (003) [17,19,20], whereas (104) is electrochemically active due to
the exposure of Li channels. Furthermore, one of the most important
mechanisms of surface reconstruction is related to Li and Ni/Co ex-
change, known as an antisite defect [21,17], which has been addressed
in recent computational studies [22–27].

In agreement with experimental data, DFT shows that the formation
of AM ( = =A MLi, Na, Ni, Co) antisite defect is easier in LiNiO2 than
in LiCoO2 [22,23], though the possible A MM A configurations and the
origin of the difference between Ni and Co-based oxides are not fully
clear. A few investigations consider the effect of complex compositions
on AS formation in LiNi1/3Co1/3Mn1/3O2 [24,28], LiNi5/6Co1/12Mn1/

12O2 [25], LiNi4/5Co1/10Mn1/10O2 [26], LiNi1/3Co1/3Al1/3O2 [28], Li-
NixMny(Coy) O2 [29], however, a systematic study of the AS interaction
with surfaces for fundamental oxide systems is still missing [30].

The Na-based oxides are particularly understudied, where the re-
levant free surfaces are still unknown, while AS defects were considered
only for NaNiO2 [23,31]. The importance of such studies is justified by
the recent experimental work for NaMnTi0.1Ni0.1O2, confirming that a
surface reconstruction to spinel can prevent water uptake when ex-
posed to moisture, thus improving electrochemical stability and cy-
clability [13].

In this paper, we attempt to fill the described gap with a systematic
DFT investigation of surface energies, crystal Wulff shapes and
A MM A antisite defect pairs in the bulk and at the surface for LiNiO2,
LiCoO2, NaNiO2, and NaCoO2. To approach surface reconstruction ef-
fects we employ a combined Monte-Carlo and atomic optimization
search of the optimal surface structure considering the evolution of
antisite defect pairs. The overall task is significantly complicated by the
strongly-correlated nature of transition metal oxides, for which we
carefully studied the effect of a small polaron localization using the
DFT+U method. As a result, the total number of supercell calculations
has reached one thousand and was accomplished with the help of the
python-based package SIMAN for high-throughput DFT calculations
[32].

In Section 2 we describe details of our calculations; in Section 3 we
report on crystal and electronic structures of the considered layered
oxides; and in Section 4 – energies of ideal surfaces and crystal Wulff
shapes. In Section 5 we provide bulk and surface antisite defects and
then end with a discussion and conclusions in Sections 6 and 7, re-
spectively.

2. Computational details

The DFT calculations were performed using the projected aug-
mented plane wave method, with the Vienna ab initio simulation
package[33] and the high-throughput python-based package SIMAN
[34]. We adopted the spin-polarized generalized gradient approxima-
tion (GGA) exchange–correlation functional of the Perdew, Burke, and
Ernzerhof form[35]. Only ferromagnetic configurations were con-
sidered. To account for the localized nature of Ni and Co 3d electrons,
the DFT+U method with a rotationally invariant approximation was
used [36]. The U values were taken as 6.2 and 3.4 eV for Ni and Co,
respectively [37].

The energy cutoff was 400 eV, the k-point spacing was less than 0.3
Å−1, and the maximum force acting on each atom after relaxation was
less than 0.05 V/Å. For the density of states (DOS) calculation, the
spacing of k-points was 0.15 Å−1. For slab calculations, only one k-
point normal to the surface was used. The Gaussian smearing for
Brillouin- zone integration with a smearing width of 0.05 eV was used.

To minimize artificial interactions between periodic images of de-
fects the supercell approach with a 15 Å vacuum region was used.
Convergence of surface energy is achieved as a function of the number
of slab layers. The typical size of a supercell in this study is about 10 Å,
corresponding to one hundred atoms on average. To guarantee accurate
alignment of the Fermi energy, a dipole correction is applied normal to

the surface [38]. All slabs were constructed using the Pymatgen library
appended in the SIMAN package [34]. The Wulff crystal shapes [39]
were constructed using Wulffmaker software [40].

Surface energies were determined using chemical potentials ob-
tained from phase diagrams according to

=
E n i µ i

S
( ) ( )

2
tot i

(1)

where Etot is the total energy of the symmetric slab with two surfaces, n
and µ i( ) are the number of atoms and the chemical potential of species
i, respectively, and S is the surface area. The chemical potential of the d-
metals were obtained from the condition of thermodynamic equili-
brium: + + =µ A µ M µ E AM( ) ( ) 2 (O) ( O )2 . Two independent chemical
potentials, µ A( ) and µ(O) allow describing the energetics of polar non-
stoichiometric surfaces. For convenience, the surface energies and
phase diagrams were plotted using =µ µ µ . For µ A( ) we used
metallic Li or Na. For µ (O) the reference state corresponds to one half
of the O2 energy in the cell at 0 K. Since the PBE functional over-
estimates the binding energy of O2-molecule, we corrected it by
1.36 eV, as estimated by Wang et al. [41].

For a cathode material inside a Li(Na)-ion cell with the metallic Li
(Na) anode, the µ A( ) is connected to the open circuit voltage
( =V µ A e( )/ ) [27,42,43] keeping in mind that the calculated value
of µ A( ) is approximated by the change in internal energy at 0 K [42].

Phase diagrams were constructed using a grand canonical potential
phase diagram module [44,45] as implemented in the pymatgen
package [46]. The list of stable phases for (Li/Na) – (Co/Ni) – O systems
were taken from the Materials Project [37].

For modeling surface reconstructions, we used an in-house Monte-
Carlo (MC) code, which is also integrated into the SIMAN package [34].
In the developed code different atomic structures are generated by a
random swapping of M A, , and vacancies (e.g. from the surface) fol-
lowed by atomic optimization and total energy calculation by DFT+U.
At each MC step, the Metropolis criterion is applied for acceptance of
the configuration depending on the chosen temperature. The accepted
configuration is used for further generation of defects. The increased
temperature allows overcoming activation barriers for reconstruction.
We performed MC simulation at 0 K and 1100 K, which is a typical
annealing temperature for the layered oxides. For the largest considered
slab with 924 possible configurations up to 50 consecutive MC steps
were applied. By performing several separate runs this was shown to be
enough to find the lowest energy configuration.

The slab for the MC calculations was divided into three parts: the
surface with a few layers where swapping and optimization are al-
lowed, an intermediate part where only optimization is allowed and a
frozen part which mimics the bulk material. To speed up the calcula-
tion, the code ignores those swaps where coordination of transition
metals is reduced, as they are assumed to be unfavorable.

3. Electronic and crystal structure of layered oxides

3.1. Chosen oxides and their crystal structure

We consider four pure oxides: LiNiO2, LiCoO2, NaNiO2, and
NaCoO2. To select the relevant crystal structure, we rely on battery-
related experimental and computational literature data.

For LiNiO2 the experimentally reported crystal structure is R m3̄
[47]. However, a recent DFT/DFT+U study showed that the most
stable crystal structure of LiNiO2 at 0 K obtained with this method is
P c2/ with Ni2+/Ni4+ charge ordering [48]. Our calculations confirmed
that P c2/ is more stable than the R m3̄ structure and Jahn–Teller dis-
torted P c2 /1 structure by 14 meV/atom and 0.1 meV/atom, respec-
tively. While the P c2/ structure was not confirmed experimentally, it
shows robust electronic and ionic convergence and was adopted in this
study. On the contrary, relaxation of ASC in a supercell with the R m3̄
structure causes partial JT distortions preventing correct extraction of
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formation energies with respect to ideal R m3̄ . Overall, due to the small
energy difference per atom between LiNiO2 phases, their choice should
have little impact on antisite formation energies if the same phases are
used in two compared supercells.

To construct bulk supercells, we use the P c2/ crystal structure di-
rectly. To construct slabs we use the R m3̄ primitive cell, with further
structural optimization allowing charge-disproportionation and careful
control of the obtained orbital and magnetic structure. For LiCoO2 no
charge ordering or Jahn–Teller distortion was observed and the main
electrochemically active phase is R m3̄ [49,50], which we also adopt in
our study.

For NaNiO2 two electrochemically active phases are C m2/ (low
temperature phases) [51,52] and R m3̄ (high temperature phase) [53].
In our calculations, we use only the C m2/ crystal structure. For NaCoO2

[54] the electrochemically active phases are R m3̄ [55,56] and P mmc6 /3
[57,58]. Both phases are usually stabilized with Na deficiency, which is
especially pronounced for P mmc6 /3 , though NaCoO2 stoichiometry can
be also achieved for R m3̄ phase [59].

For bulk calculations we consider both R m3̄ and P mmc6 /3 crystal
structures, while for slabs we limit ourselves to the R m3̄ phase.

3.2. Lattice constants and electronic structure

The calculated lattice constants for AMO2 ( = =A MLi, Na, Ni, Co)
in comparison to experiment and other calculations are summarized in
Table S1. Our values overestimate the experimental values by 0.7%,
0.9%, 0.7% and 0.4% for LiNiO2, LiCoO2, NaNiO2, and NaCoO2, re-
spectively. The NaNiO2 is additionally characterized by a Jahn–Teller
distortion with four short (1.91 Å) and two long (2.19 Å) Ni–O bonds.

The PDOS for AMO2 are provided in Figs. S1–S2. The calculated
band gaps for LiCoO2, NaNiO2, and NaCoO2 are 2.2, 0.2, and 2.1 eV,
respectively. The metastable LiNiO2 in the R m3̄ space group has me-
tallic states at the Fermi level, while in P c2/ a band gap of 0.6 eV ap-
pears.

In Li and Na based oxides Co is in the low-spin state [60] with the
magnetic moment of zero, corresponding to a formal oxidation state of
Co3+. In LiNiO2 (P c2/ ) Ni2+ and Ni4+ have 1.77 µB (HS) and 0.11 µB
(LS) magnetic moments, respectively. In NaNiO2 the magnetic moment
of Ni is 1.17 µB, which is close to a LS state of Ni3+. These magnetic
moments are consistent with literature values [48].

4. Surface energies of ideal terminations

4.1. Determination of equilibrium surfaces

To determine equilibrium surfaces we adopt the same approach as
was proposed by Kramer et al. [20]. In the first step, we build a phase
diagram in chemical potential space, which allows for determination of
the stability windows of the phases of interest. The obtained chemical
potentials allow calculating surface energies for non-stoichiometric
surfaces according to Eq. (1), which is followed by the construction of
crystal Wulff shapes and identification of most relevant surfaces de-
pending on the synthetic conditions. The calculated phase diagrams and
corresponding chemical potential regions are shown in Fig. S3 and
Table S2, respectively.

4.2. Surface energies of ideal surfaces

The list of considered surfaces is taken from the literature, which
includes non-polar, polar, stoichiometric, and non-stoichiometric cases
[19,20,26]. While it is always possible to include more surfaces, it was
shown by Kramer et al. that in LiCoO2, surfaces with large Miller in-
dices are of less importance [20], which should be valid for other
layered oxides as well.

The calculated surface energies as a function of chemical potential
are plotted in Fig. 1. The plot allows for identifying the most stable

surfaces for each value of oxygen chemical potential. Using this in-
formation we construct Wulff shapes for representative values of
oxygen chemical potentials, which are collected in Fig. 2.

Fig. 1. DFT+U surface energies depending on chemical potential calculated
with Eq. (1) phase diagrams shown in Fig. S3. For (003), (012) and (101)
surfaces the configurations with 0, 1/4, 1/2, 3/4, and 1 Li/Na monolayer are
considered. The vertical line denotes change of enclosing phase o.n phase
diagram.

Fig. 2. Equilibrium shapes of LiNiO2, LiCoO2, NaNiO2 and NaCoO2 at different
values of µ(O).
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For Li based oxides the Wulff shape and corresponding morphology
of particle show noticeable dependence on the oxygen chemical po-
tential. For LiNiO2 with the lowering of µ(O) the contribution of the
(104) surface is reduced, while the contribution of (10 1̄) is increased.
In contrast, for LiCoO2 the contribution of (104) surface is increased,
while the contribution of (012) is reduced.

For Na based oxides, changes of the Wulff shape are less pro-
nounced. In the case of NaNiO2, the Wulff shape is fully determined by
two stoichiometric surfaces, (111) and (10 1̄), and has no dependence
on chemical potential. In the case of NaCoO2 a slow reduction of the
(003) surface contribution is observed along with µ(O) lowering.

Overall, inside AMO2 stability windows, the contribution of the non-
stoichiometric surfaces is minor in Li-based oxides and absent in Na-
based oxides. The energies for stoichiometric surfaces are collected in
Table 1.

For the rhombohedral phases, the non-polar (104) surface shows
the lowest energy of all the oxides. It is lower by 10% than the next
lowest energy surface (003), which is polar. The low energy of (104) is
fortunate as this surface is highly attractive for Li extraction through it,
while the (003) surface does not allow Li extraction. The atomic
structure of these surfaces obtained after relaxation is shown in Fig. 3
on the example of LiNiO2. For the monoclinic NaNiO2 phase, the lowest
energy surfaces are (10 1̄)m and (111)m. The two surfaces are inherited
from (104)hex due to symmetry splitting. The (001)m surface, which
corresponds to (003)hex has much larger energy than (111)m. There-
fore, NaNiO2 has the optimal Wulff shape from the electrochemical
point of view as both (10 1̄)m and (111)m expose Na channels. Addi-
tional explanations of these surface energetics are provided in the
Discussion Section 6.1.

The agreement with available literature data for Li-based oxides is
good, though our values for LiNiO2 are somewhat larger than that of
Cho et al. [19] and Liang et al. [26]. The reason for that is related to the
fact that we used the P c2/ bulk phase as a reference, which is more
stable than R m3̄ [48]. The energy of (104) is lower than 1/2(003) by
0.2 J/m2, which is in agreement with Liang et al. The larger difference
of 0.3 J/m2 obtained by Cho et al. seems due to their overestimated
energy of 1/2(003) surface, which we found difficult to converge. In
particular, we were able to find the lowest energy magnetic

configuration of 1/2(003) only with the help of the U-ramping method
[61] and Monte Carlo sampling of surface magnetic configurations. The
obtained magnetic structures used for antisite defect calculations are
described in the next section.

4.3. Magnetic and electronic structure of selected surfaces

In the (104) surface of LiNiO2, the magnetic structure (Fig. S4) is
slightly different from that in bulk, however, charge disproportionation
is still observed. The surface Ni is more close to Ni2+ with a magnetic
moment of 1.41 µB, while the subsurface layer is characterized with
slightly oxidized Ni with a magnetic moment of 1.04 µB, while the next
layer is slightly reduced (1.6 µB) and then again oxidized. The PDOS for
Ni in bulk P c2/ and (104) slab are shown in Fig. S2 andFig. S5, re-
spectively. Indeed, the PDOS of surface Ni resembles that of the bulk
Ni2+, though the PDOS of subsurface Ni is different from bulk Ni4+. In
turn, this Ni is closer to Jahn–Teller distorted Ni in the LiNiO2 phase
with the P c2 /1 space group. Since this structure is only by 0.1 meV/
atom higher in energy the influence on surface energies should be
minor due to this inconsistency [48]. For the (003) surface of LiNiO2

the surface Ni layer shows a strong disproportionation to Ni2+ (1.77 µB)
and Ni4+ (0.07 µB), while the internal layers are characterized with
intermediate magnetic moments (1.2 µB) and Jahn–Teller distortions as
in the previous case.

For the (104) surface of LiCoO2, the optimization shows that the
system ends up in several magnetic configurations with either all sur-
face atoms in a LS state or intermediate spin (IS)/LS combinations,
where IS can have a magnetic moment of 2 or 3 µB. Such mixed con-
figurations show slightly lower energies, which was also found earlier
in computational studies [62]. However, in the IS case the two surfaces
of the slab have different magnetic ordering, despite starting from fully
symmetric distortions and magnetic moments. Therefore, when con-
sidering surface antisites we adopt the LS configuration, since it is more
reliable in terms of self-consistent field convergence.

The PDOS on the (104) surface Co (5-coordinated) in LS and IS
states are provided in Fig. S8, where Co in IS state has a small density of

Table 1
Calculated surface energies (J/m2) for stoichiometric non-polar and polar sur-
faces in AMO2. The surfaces energies of LiNiO2 are calculated with respect to
the LiNiO2 (P c2/ ) bulk phase. For (003) the values are provided for a 1/2
monolayer of Li/Na. For monoclinic phase the (10−1)m and (111)m both
corresponds to (104)hex. The (001)m surface corresponds to (003)hex.

Oxide Structure Facet Our Liang [26] Cho [19] Kramer [20]

LiNiO2 R m3̄ (104) 0.70 0.53 0.64
(003) 0.90 0.71 0.97
(110) 1.25 1.22 1.24
(100) 1.75 1.80 1.65

LiCoO2 R m3̄ (104) 1.12 1.05
(003) 1.17 1.04
(110) 2.22 2.24
(100) 2.64 2.94

NaNiO2 C m2/ (10 1̄) 0.35
(111) 0.65
(001) 1.35
(110) 1.53
(104) 1.85
(100) 1.01
(102̄) 1.09

NaCoO2 R m3̄ (104) 0.84
(003) 1.35
(110) 1.53
(100) 2.37

Fig. 3. The atomic structure of the (104) and (003) surfaces in LiNiO2.
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states at Fermi level. For (003) the most stable found configuration is
characterized by surface Co in the low spin state with zero magnetic
moments.

In NaCoO2 slabs, all Co atoms are steadily converge in a low-spin
state with zero magnetic moments, though slightly lower energy con-
figurations with IS states can be also obtained. In NaNiO2, surface Ni
has an orbital structure similar to that in bulk with surface magnetic
moments of 1.18 µB (1.17 µB in the bulk).

5. Bulk and surface antisite defects

5.1. Bulk antisite defect pairs

Before coming to surface defects we first consider bulk stoichio-
metric antisite defect pairs, which can be produced by a simple swap-
ping of M and A cations. In this paper, by antisite defect complex (ASC)
we mean a complex of MA and AM components and an additional small
hole polaron, which can form due to the charge disproportionation
effect. The choice of stoichiometric defects is driven by the fact that
DFT+U provides better results for such cases [63]. Also, their forma-
tion energies do not depend on chemical potential, which simplifies
reproduction and comparison of results. The calculated formation en-
ergies of ASC for considered layered oxides are collected in Table 2 for
three separations between MM and AA sites (denoted 1 NN, 2 NN, and 3
NN). The atomic structure of antisite complexes for 1 NN and 2 NN
separations are shown in Fig. 4 on the example of LiCoO2. For Li-based
oxides, a very small difference between 1 NN and 2 NN configurations,
and increase at 3 NN are observed, showing that the antisite compo-
nents attract each other. For Na-based oxides the lowest energy con-
figuration is 2 NN. The reasons for such behavior are explained in the
Discussion Section 6.4.

We find that in all cases after optimization the formal oxidation
state (orbital order) of M in the A site is + 2, which is confirmed by the
magnetic moments, PDOS and charge density. For those cases, where M
was originally in the + 3 state (LiCoO2, NaCoO2, and NaNiO2) one
neighboring M cation can be additionally oxidized to the + 4 state,
which is easily detected by reduction of M–O bonds and a change of

magnetic moment. Further in the text we call this defect an additional
small hole polaron (AP). Hence, the exchange of A and +M3 results in a
complex defect which consists of three components: M A,A M , and AP
(MM) (see Fig. 4). A similar result was obtained by Hoang et al. for
Janh-Teller distorted LiNiO2 and NaNiO2 using hybrid functional
HSE06 [22]. In the case of LiNiO2 (P c2/ ), where half of the Ni is present
in a + 2 state, exchange with Li does not change its orbital order (the
PDOS on NiLi is very similar to that of Ni2+ in bulk though shifted to
lower energies due to increased Li-O distances, see Fig. S9) and does not
produce any AP.

To find the most favorable position of AP we have prepared dif-
ferent initial configurations by localizing small hole polaron on several
symmetrically non-equivalent M sites by a local decrease of M–O bonds
(by 0.2 Å). After optimization, the location of AP was identified from
magnetic moments. The final position of an AP does not always coin-
cide with the initial local deformation but can be either localized at
some other M site or end up in the delocalized state. The lowest energy
configurations are those when an AP is localized on the first NN d-metal
position from AM , and at least on the third NN d-metal from MA. The
reasons for that are provided in the Discussion 6.5 section. Other con-
figurations, where an AP is localized on the first or second NN from the
MA or fully delocalized states can be 0.4 eV higher in energy.

For LiCoO2 and NaCoO2 the localized AP is the most stable state,
while for NaNiO2 the delocalized state is slightly lower in energy (by
0.05–0.1 eV). The values provided in Table 2 correspond to the lowest
energy configurations.

5.2. Surface and subsurface antisite defect pairs

The surface antisite defect pairs are calculated for (104)hex/
(10−1)m surface, which is the most relevant from the electrochemical
point of view. To reduce the interaction between defect images the
surface area of slab was chosen to 3 × 2 (8.5 Å by 11.5 Å for LiCoO2).

Table 2
DFT+U calculated formation energies of antisite defects in layered oxides for
three smallest MA – AM separations in comparison with literature data. The
values for the most favorable small polaron configuration described in the text
are provided. NN – nearest neighbor.

Oxide NN MA – AM , Å Our Ef , eV Other Ef , eV

LiNiO2

P c2/ 1nn 2.86 0.65 0.75 [23]
2nn 4.08 0.62
3nn 4.96 0.77

LiCoO2

R m3̄ 1nn 2.82 1.80 2.34 [22], 1.4 [23]
2nn 4.07 1.80
3nn 4.92 2.05

NaNiO2

C m2/ 1nn 3.10 2.40 2.4 [23]
2nn 4.22 2.07
3nn 4.53 2.41

NaCoO2

R m3̄ 1nn 2.94 3.16
2nn 4.22 2.90
3nn 5.12 4.30

P mmc6 /3 1nn 2.94 3.34
2nn 4.22 3.10
3nn 5.12 4.50

Fig. 4. The atomic structure of 1 NN and 2 NN antisite complexes in LiCoO2.
The distance is provided between CoLi and CoCo (AP).
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Due to the significant complexity of the magnetic structures here we
omit LiNiO2, while for other cases special measures are taken to localize
the small polarons by providing initial local deformations. The ASC
formation energies are provided only for those cases, where magnetic
structures of the slab with ASC defect and ideal slab fully correspond to
each other except for changes caused by ASC defect itself.

We create 1 NN surface-surface (SS), surface–subsurface (SU), and
subsurface–subsurface (UU) ASC configurations. Due to the rearrange-
ment of surface atoms, two possibilities with slightly shorter and
slightly longer separations between antisite components are available
for SS and UU. Both possibilities are calculated and it turns out that
shorter separations have lower energies, which are collected in Fig. 5
and Table S3. Overall, the surface ASC energies are lower than their
bulk analogs, which is especially pronounced in the case of Co-based
oxides.

In LiCoO2 the SS configuration is by 0.8 eV lower than that in the
bulk, reducing to just 1 eV. A similar energy is obtained for the SU
configuration with Li on the surface. The formation of a SU ASC with Co
on the surface requires 1.4 eV, which highlights the higher TM–O bond
breaking energy compared to the A–O bond. The formation energy of
UU ASC is only 0.1 eV lower than that of bulk. A more pronounced
reduction is observed in NaCoO2, where SS and SU (Na) are reduced
from 3.2 eV to 2.2 and 1.6 eV, respectively. Interestingly, a noticeable
reduction of ASC formation energy is observed for UU (from 3.2 to
2.3 eV). In NaNiO2 the reduction of surface ASC energy is much less
pronounced with SU (Na) being the most stable configuration (2.1 vs
2.4 eV in bulk).

Regarding the magnetic configuration of surface ASC, the same
trend as in the bulk case is observed. The M at the A site is always in a
high-spin + 2 state with the formation of AP on one of the available M
sites (+ 4 state). As in the bulk case, an AP prefers to be at 1 NN from
AM and at least at 3 NN from MA component. Interestingly, the AP in the
case of surface ASC prefers to be localized not only in Co-based oxides
but also in some NaNiO2 cases, though the most stable configuration
still corresponds to a delocalized state. The additional complication is
related to the fact that AP can localize either at the surface or at sub-
surface layers, which is additionally specified in Table S3. In Co-based
oxides, the lowest ASC formation energies correspond to surface loca-
lization of AP. This can be related to the easier relaxation of small
polarons at the surface.

5.3. Surface reconstruction

Surface reconstruction can include a change of stoichiometry, a shift
of oxygen layers, and the formation of ASC defects. Here we focus only
on reconstruction with fixed stoichiometry caused by the formation of
antisite defect pairs to be compared with individual surface antisites. To
take into account the formation of several ASCs and find their most
favorable configuration we use a Monte-Carlo algorithm described in
Section 2. As in the previous section we consider only (10 4) /(1 01̄)hex m
surface, however taking the 1 × 1 and 2 × 1 surface areas and in-
cluding LiNiO2.

Our Monte Carlo simulation shows that two representative surface
configurations can be obtained using the 1x1 supercell (Fig. 6). The first
configuration corresponds to the formation of one SU ASC defect, which
results in a full rearrangement of the (104) layers. In particular, the U
and U2 layers cotain only A and M atoms, respectively (Fig. 6 (c)).
However, it turns out, that the formation energy per one ASC in this
kind of blocking reconstruction is slightly higher than that for an in-
dividual SU ASC. Therefore, we conclude that no additional driving
force exists for reconstruction, which can be caused by ASC interactions
with each other. The second configuration is generated due to the
formation of two successive ASC defects, which is equivalent to

Fig. 5. DFT+U calculated surface ASC formation energies (eV) on (104) sur-
face for 1NN in comparison with bulk results. The values for the most favorable
small polaron configuration described in the text are provided. SS is ASC in
surface layer, SU is ASC between surface and subsurface layers, element in
parenthesis specify surface element, UU is ASC in subsurface layer.

Fig. 6. Representative surface structures obtained after Monte Carlo and atomic
optimization on the example of slab with (104) surface in R m3̄ crystal struc-
ture: ideal, twin, and blocking reconstruction. A atoms are purple, M atoms are
pink, and O atoms are red.
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subsurface twin boundary with a low energy of 0.1 J/m2 (Fig. 6 (b)).

6. Discussion

6.1. Influence of termination and composition on surface energies

To explain the order of surface energies we recall two well-estab-
lished rules. Firstly, the surface energy correlates with the number of
broken M–O bonds [64,20]. Secondly, polar surfaces are usually higher
in energy than their non-polar counterparts due to polarity compensa-
tion mechanism [65].

The first rule explains Li or Na termination of the lowest energy
polar surface (003). Though in the general case, the concentration of
alkali atoms depends on the µ (O), for further comparisons we use a
special case of (003) with 1/2 of Li or Na on the surface. Due to the
symmetrical stoichiometric slab, such a surface has no dependence on
chemical potential.

The second rule explains the lower energy of (104) surface com-
pared to 1/2(003). The (104) surface, despite breaking 0.12 M–O
bonds per Å2, is non-polar with almost ideally neutral layers and minor
disturbance of the lattice. For example in LiCoO2 the average Li-O
distance at the (104) surface remains very close to that in the bulk (2.1
Å), while at the (003) surface it quite noticeably reduces to 1.8–1.9 Å
(see Fig. S10, Table S4 and Table S5).

The comparison of LiCoO2 and NaCoO2 shows that the energy of the
1/2(003) surface is larger by 0.2 J/m2, while the energy of (104) is
smaller by 0.3 J/m2 for Na. The increase of the (003) energy is related
to the increase of Na–O distance and the corresponding enhancement of
polarity compensation. The reduction of the (104) energy is affected by
weaker bonds in Na-based oxide than in Li-based oxides, reducing the
bond-cutting contribution to the surface energy.

Comparison of LiNiO2 and NaNiO2 shows the same trend. The en-
ergy of 1/2(001)m (analogue of 1/2(003)hex) is increasing by 0.45 J/
m2, while the energy of (10 1̄)m (analogue of (104)hex) is reducing by
0.35 J/m2. However, in this case, an additional complication is caused
by a monoclinic distortion. The (104)m is splitting into {10−1}m and
{111}m families with the latter having a 0.3 J/m2 higher energy.

Overall, the surface energies of Co-based oxides are higher than that
of Ni-based both for Li and Na, which is explained by stronger Co–O
bonds [66].

6.2. Electronic structure of ASC

In the previous sections, we proposed that MA is in a + 2 oxidation
state. Such a conclusion is obtained from M–O bond lengths and mag-
netic moments, which are 1.78, 2.67, 1.76, and 2.66 µB for NiLi, CoLi,
NiNa, and CoNa, respectively. These magnetic moments are consistent
with the high spin–orbital order of corresponding elements. However, it
should be noted that the notion of the oxidation state here is rather
formal. In particular, analysis of charge density shows that the real
change of charge on Co or Ni in A site compared to their original sites is
much less than one. The same is true for M with AP, where the formal
oxidation state is + 4 (low spin, 0.9 µB for Co and 0.2 µB for Ni), but the
change of charge is also much smaller than one. Such behavior of late
transition metals in oxides is well known. In particular, Aydinol et al.
showed with DFT calculations that oxidation of Co during Li extraction
from LiCoO2 has a small influence on total charge of Co rather causes
redistribution between t g2 and eg orbitals [42].

The difference between formal oxidation states is well seen from
PDOS, which are shown for Co in three oxidation states in Figs. S6 and
S7. Comparison of ×CoCo and CoLi shows the following changes: (i)
transfer of d DOS from the empty to the filled states (disappear of spin
up peak between 2 and 3 eV and increase of spin up d density below
Fermi energy); (ii) reduction of p DOS; (iii) more uniform distribution
of DOS in –7-0 energy range. These redistributions are in line with the
change of electronic state from t eg g2

6 0 to t eg g2
5 2.

6.3. Influence of transition and alkali metal on ASC energy

One of the reasons for the larger antisite pair energy in LiCoO2

compared to LiNiO2 is related with unfavorable charge dis-
proportionation of Co3+ to Co2+ (MA) and Co4+ (AP), which is absent
in LiNiO2 (P c2/ ). Indeed, our calculations show that the exchange of
Ni4+ and Li+ results in a charge redistribution and ASC energy of
1.2 eV, compared to 0.65 eV for Ni2+-Li exchange. This explanation is
relying on the charge-ordered (P c2/ ) structure, which we adopted in
our study. However, in Jahn–Teller LiNiO2 with only Ni3+ the charge
disproportionation should be easier than in LiCoO2.

Another reason is usually attributed to the mismatch of cationic
radii, which is somewhat contradictory. The comparison of Li+/
Co3+(LS) (0.76 Å/0.545 Å) and Li+/Ni3+(LS) (0.76 Å/0.56 Å) ratios
shows that Li is almost equally squeezed both in the Co and Ni sites
(here we use Shannon definition for ionic radii [67]). Assuming though
the existence of larger Ni2+ (0.69 Å), as in the P c2/ phase, makes it
more suitable for Li. The comparison of Co2+/Li+ (0.745 Å/0.76 Å)
and Ni2+/Li+ (0.69 Å/0.76 Å) ratios shows that in this case Co fits
much better to the Li site. Taking into account, that M–O bonds are
stronger than A–O, ideal matching of Co2+ should be more important in
reducing the ASC energy in LiCoO2 that makes ionic size arguments
controversial. One more reason that is responsible for the reduction of
the ASC energy in LiNiO2 is proposed in the literature and related to the
Ni–O–Ni super-exchange interaction, which seems more profound
compared to the ionic size arguments [23,68].

While the influence of M on the ASC formation energy is somewhat
complicated due to different contributions, the influence of the alkali
metal can be explained by the ionic mismatch arguments. Due to a
noticeably larger ionic size of Na+ (1.02 Å), the NaM is squeezed as
compared to LiM . For example, the NaNi–O and NaCo–O distances in-
crease after relaxation by 8.6 and 9.9%, respectively, while for Li these
distances increase only by 0.6 and 5%. The opposite is true for MNa,
which is much looser compared to MLi.

6.4. Energy difference between 1 NN and 2 NN ASC configurations

The 1 NN and 2 NN configurations are similar in a sense that in both
cases MA and AM components share common oxygen atoms (Osh): two
Osh in 1 NN and one Osh in 2 NN (Fig. 4). These shared oxygens can be
responsible for additional ASC stabilization compared to other config-
urations with larger separations. Indeed, the sharing of oxygen atoms
allows a simultaneous contraction of the M OA 6 and an expansion of
A OM 6 octahedra with less distortion of the surrounding lattice as one or
two shared oxygens are simply shifting towards MA. We obtained that in
1 NN the shift of two Osh towards MA is accompanied by the increase of
the distance between these oxygens (dO O) from 2.85 to 2.97 Å (in
LiCoO2). In the 2 NN configuration the Osh simply shifts to MA along the
line connecting MA and AM .

As for the energy difference between 1 NN and 2 NN, it is negligible
in Li-based oxides but quite pronounced in the Na-based oxides, where
2 NN configuration is by 0.3 eV more stable than 1 NN. This is caused
by a larger ionic mismatch and more pronounced Osh shifts. In the 1 NN
configuration the shift of Osh causes a strong contraction of two
Osh–NaNa bonds from 2.31 Å to 2.17 Å, penalizing the energy of the ASC
formation. In 2 NN though, the Osh–NaNa bond is only slightly in-
creasing, implying no additional energy penalty.

6.5. Stable AP positions

The localization of AP ( +M4 ) at specific positions in Co-based oxides
is also explained by the sharing of oxygen atoms with other ASC
components. The contracted +M O4

6 octahedron prefers to share oxygen
with the expanded A OM 6 octahedron and avoids neighboring with
contracted M OA 6. As a result of that, the most stable AP position is the
first nearest neighbor d-metal from AM and third nearest neighbor d-
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metal from MA. We found that by preparing such input deformations the
system steadily and quickly converges as the lowest energy configura-
tion.

6.6. Surface ASC and reconstruction

The surface ASC defect is similar to that in bulk in two ways: the HS
+ 2 state of MA and + 4 state of AP, the position of which is also gov-
erned by the factors related to the shared oxygens. At the same time, the
presence of a surface introduces several new structural variants of ASC
that have a noticeable influence on the energetics.

Firstly, a surface – surface ASC can have a lower formation energy
due to the easier relaxation of both MA and AM components with the
reduced coordination. Secondly, the surface–subsurface ASC with A at
the surface is additionally stabilized by the reduced number of broken
M–O bonds. The surface ASC energetics can be additionally affected by
the magnetic configuration of the surface. In particular, as was men-
tioned in Section 4 for Co-based oxides the presence of HS Co at the
surface can reduce its energy. Therefore, checking its influence on the
ASC formation energies is of further interest, while it was skipped in the
current study due to considerably increasing complexity.

Overall, the easier formation of ASC on the surface predicted by DFT
is in line with experimental observations of surface reconstruction. In
particular, the ASC defects formed during cycling in the bulk of mate-
rial can migrate to the surface enhancing reconstruction. At the same
time, the surface ASC remains unstable defect with a relatively large
formation energy (~1 eV) leaving unclear the origin of surface re-
construction in pristine particles observed in several experimental stu-
dies. One explanation can be related to the influence of alloying ele-
ments and complex compositions used in these works. Therefore, the
experimental study of reconstruction in simple systems can shed more
light. On the other hand, more variants of surface reconstruction such
as the shift of MO6 sheets and rock-salt transformations with the change
of surface chemical composition should be considered computationally.
For example it was shown experimentally that the surface composition
of LiNiO2 resembles those of NiO [69]. Another interesting aspect is the
influence of electrolyte and solid/liquid interface on the surface struc-
ture and ASC defects, which can be also taken into account computa-
tionally using polarizable continuum models. For example, a recent
computational study shows that for LiCoO2 up to 16% of surface Co
undergo dissolution in water [70].

To resolve raised questions it may require to consider formation of
individual charged antisites at the surface analogous to the computa-
tional approach used by Hoang et al. for the bulk case [22]. Hoang et al.
showed that at reducing environment the most stable defect in LiCoO2

is CoLi with the formation energy of 0.55 eV, which is comparable with
the reduction of the surface ASC energy, obtained in our study. As-
suming that the reduction of defect energy at the surface is stronger for
individual CoLi defect, its formation will be energetically favorable,
explaining reconstruction effects. However, this will require to consider
charged slabs and to employ potential correction approaches as pro-
posed by Freysoldt et al. [71], as well as to prevent electron escape to
the vacuum.

Finally, it should be noted that from a computational point of view
the study of the surface reconstruction with the DFT/DFT+U approach
is significantly complicated by the fact that d-metals vary their orbital
order, significantly affecting energetics. Since DFT+U does not guar-
antee the convergence to the lowest energy state, this degree of freedom
requires a separate explicit search. To simplify that task we created
special subroutines that allow introducing deformations to localize
small polarons at bulk and surface as well as automatized creation of
symmetrically non-equivalent antisite defect pairs, which are im-
plemented in the SIMAN package [32].

7. Conclusions

Density functional theory calculations with Hubbard correction are
used to study antisite defect pairs with small polarons (ASC) in the bulk
and at the surface of four oxide materials used as cathodes in batteries:
LiNiO2, LiCoO2, NaNiO2, and NaCoO2. To identify relevant surface or-
ientations we construct Wulff crystal shapes depending on the Li and O2

chemical potentials taking into account non-stoichiometric polar sur-
faces.

Rhombohedral phases (LiNiO2, LiCoO2, NaCoO2) have similar Wulff
shapes with (104) and (003) as the primary surfaces. The dependence
of Wullf shape on chemical potential is moderate for Li-based oxides
and weak for Na-based oxides. The monoclinic NaNiO2 phase has only
non-polar (10 1̄)m and (111)m surfaces (analogue of (104)hex) and no
dependence on chemical potential. Due to the absence of Ni/Co–O
broken bonds, the polar (003) surface is only slightly higher in energy
than non-polar (104). Due to weaker bonds, the energies of the non-
polar surfaces of Na-based and Ni-based oxides are smaller than those of
Li-based and Co-based oxides. However, due to the larger polarity
compensation of longer bonds the energies of polar surfaces are higher
for Na-based oxides than those of Li-based oxides.

In LiCoO2 and NaCoO2 the exchange of A = Li or Na and Co causes
a Co3+ disproportionation into Co2+ at the A site and Co4+ at neigh-
boring M site with the formation of small hole polaron. The most stable
position of the Co4+ is 1 NN from ACo and 3 NN from CoA. In NaNiO2

the Ni atom at the Na site is also in the + 2 state, while the + 4 state is
delocalized. In LiNiO2 (P c2/ ) with the Ni2+/Ni4+ charge ordering, the
exchange of Ni2+ and Li occurs without formation of a small hole po-
laron. For LiNiO2 and LiCoO2 the lowest formation energies of ASC are
0.62 and 1.8 eV, respectively. The MA and AM components prefer to be
either at the 1 NN or 2 NN separations, 0.2 eV lower than at 3 NN. For
NaNiO2 and NaCoO2 the lowest formation energies of ASC are 2.1 and
2.9 eV, respectively, for the 2 NN separation.

The surface and surface–subsurface ASC have noticeably lower en-
ergies than their bulk counterparts in the case of Co-based oxides. This
is especially pronounced in NaCoO2, where the ASC energy is reduced
from 3.2 to 1.6 eV. We associate such a reduction with the easier re-
laxation and minimization of broken M–O bonds at the surface. In
NaNiO2 the reduction of the ASC energy at the surface is only 0.3 eV
(from 2.4 to 2.1 eV). The ASC related reconstruction at the (104)
surface, studied with Monte-Carlo method, shows that no additional
gain exists compared to individual surface antisite pairs.

Overall, the considered surface antisite complexes are shown to be
energetically unstable defects suggesting that surface reconstruction
may occur due to the change of the surface chemical composition, re-
quiring further investigation of each type of the antisite defect and
small polaron interaction with surfaces. This is justified by the dis-
covered easier formation of antisite pairs at the surface, which can
explain surface reconstruction during electrochemical cycling.
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