Unification of algorithms for minimum mode optimization
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Minimum mode following algorithms are widely used for saddle point searching in chemical and material systems. Common to these algorithms is a component to find the minimum curvature mode of the second derivative, or Hessian matrix. Several methods, including Lanczos, dimer, Rayleigh-Ritz minimization, shifted power iteration, and locally optimal block preconditioned conjugate gradient, have been proposed for this purpose. Each of these methods finds the lowest curvature mode iteratively without calculating the Hessian matrix, since the full matrix calculation is prohibitively expensive in the high dimensional spaces of interest. Here we unify these iterative methods in the same theoretical framework using the concept of the Krylov subspace. The Lanczos method finds the lowest eigenvalue in a Krylov subspace of increasing size, while the other methods search in a smaller subspace spanned by the set of previous search directions. We show that these smaller subspaces are contained within the Krylov space for which the Lanczos method explicitly finds the lowest curvature mode, and hence the theoretical efficiency of the minimum mode finding methods are bounded by the Lanczos method. Numerical tests demonstrate that the dimer method combined with second-order optimizers approaches but does not exceed the efficiency of the Lanczos method for minimum mode optimization. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4862410]

I. INTRODUCTION

An important challenge in chemical and materials science is the simulation of the dynamics of systems over long time scales. Most chemical reactions cannot be simulated directly with traditional molecular dynamics (MD) simulations due to their limited accessible time scales. However, using the harmonic approximation to transition state theory,1,2 which is generally valid for solid state systems at moderate temperature, any reaction rate can be determined from the reactant and transition states. Once these states are located, the dynamics of rare-event systems can be evolved by a kinetic Monte Carlo algorithm over time scales much longer than is possible with MD. Thus the challenge of studying such chemical reactions can be transformed into the task of searching for the saddle points (transition states) connected to a given minimum (reactant). Due to the high dimensionality and expensive force evaluation of chemical systems, great efforts have been made in developing efficient saddle point searching algorithms. A family of these algorithms, called minimum-mode following algorithms, employs the following evolution equation:

\[ \dot{x} = F(x) - 2(\hat{\tau}^T F(x))\hat{\tau}, \]

where \( x \) is the position vector, \(-F(x)\) is the gradient of the potential energy surface \( V(x) \), and \( \hat{\tau} \) is the unit eigenvector along the minimum curvature mode direction. We denote \( H = \nabla^2 V \) and \( \hat{\tau} \) as the unit eigenvector of \( H \) with the minimum eigenvalue. When \( H \) has only one negative eigenvalue, the above equation reverses the force along that eigenvector and converges to a first-order saddle point. The efficiency of the algorithm relies on an efficient update of \( \hat{\tau} \).

In this paper, we focus on the \( \hat{\tau} \) updating algorithms that avoid calculating the Hessian matrix \( H \), since it is typically too expensive to calculate directly for large chemical systems of interest. We examine several existing methods for estimating \( \hat{\tau} \), including the Lanczos3 method as used in the activation relaxation technique (ART-nouveau),4 the dimer method,5–7 Rayleigh-Ritz minimization8 as used in the hybrid eigenvector following method,9 the shifted power iteration method as used in the gentlest ascent dynamics method,10 and the locally optimal block preconditioned conjugate gradient (LOBPCG) method.11 Here, these methods are unified into the same mathematical framework so that their relative theoretical efficiencies can be understood.

This paper is structured as follows. In Sec. II the Lanczos method is presented with the essential idea of the Krylov subspace behind the algorithm. Another widely used numerical scheme, the dimer method, is presented in Sec. III. We show that the dimer method searches for the lowest eigenvector of the Hessian within the same Krylov subspace as the Lanczos algorithm. In Sec. IV we present the power iteration method with Rayleigh quotient shift. This method is shown to be a special restarted case of the Lanczos algorithm for which the convergence rate is significantly slower in high dimensional space. In Sec. V we numerically compare the efficiency of the Lanczos algorithm, the dimer method coupled with three different optimizers, and the shifted power iteration method. Finally, we conclude in Sec. VI that the performance of methods such as the dimer, which are limited to a subspace of the same Krylov subspace as the Lanczos method, does...
not exceed Lanczos efficiency for finding the lowest curvature mode.

II. LANCZOS ALGORITHM

The Lanczos algorithm is a specialized Arnoldi iteration method of eigenvalue calculations for symmetric matrices. Before discussing the Lanczos algorithm, we first restate the eigenvalue problem as a minimization problem in Theorem 1, and then review the concept of the Krylov subspace and present the Lanczos algorithm based on Krylov subspace projection and search. In this section, we assume that the smallest eigenvalue has multiplicity 1.

Theorem 1. Given a symmetric matrix $H \in \mathbb{R}^{m \times m}$, $v$ is the eigenvector associated with the smallest eigenvalue $\lambda$, if and only if $v$ solves the minimization problem,

$$\min_{b \in \mathbb{R}^{n \times 0}} \frac{b^T H b}{b^T b}.$$  \hfill (2)

Proof. Since $H$ is a symmetric matrix, all eigenvectors $v_1, v_2, \cdots, v_n$ form an orthogonal basis of the space $\mathbb{R}^n$ and all eigenvalues of $H$ are real numbers. We can write $b = \sum_i a_i v_i$, then we have,

$$\frac{b^T H b}{b^T b} = \sum_i \lambda_i a_i^2 \left/ \sum_i a_i^2 \right..$$  \hfill (3)

This function takes its minimum value when $b$ is equivalent to the eigenvector $v$. Thus, $v$ solves the minimization problem.

The other side of the statement follows from the uniqueness of the eigenvector corresponding to the smallest eigenvalue. \hfill $\Box$

Remark 1. Such an optimal solution $v$ must be unique also due to the uniqueness of the eigenvector associates with the smallest eigenvalue.

Having transformed the eigenvalue problem to a minimization problem, the minimization problem can be solved as follows. We first solve the optimization problem in a low dimension subspace, which can be done more easily than in the original space $\mathbb{R}^n$. Then we consider the optimal solution in a space with one more dimension to find a better solution. As we move to higher and higher dimensional subspaces, this optimal solution will converge to the true solution. Here the low dimensional subspace we will use is the Krylov subspace, $K_n$, which is defined as in Remark 2.

Remark 2. The $n$th order Krylov subspace $K_n$ generated by a square matrix $H \in \mathbb{R}^{m \times m}$ and a nonzero vector $v \in \mathbb{R}^m$ is defined as

$$K_n = \text{span}\{v, Hv, H^2v, \cdots, H^{n-1}v\}. $$  \hfill (4)

When $n$ is smaller than the rank $r$ of the matrix $H$, $K_n$ is a $n$-dimensional space; when $n$ is greater or equal to $r$, $K_n$ is an $r$-dimensional space. The product $Hv$ is calculated by the following approximation:

$$Hv = \frac{F(x) - F(x + v)}{||v||} + O(||v||^2). $$  \hfill (5)

To solve the minimization problem in the Krylov subspace, a set of orthogonal basis is utilized. This basis can be obtained by the Gram-Schmidt process iteratively as shown in Refs. 12 and 13. We define such a basis for a $n$-dimensional Krylov subspace $K_n$ as $Q_n = [q_1, q_2, \cdots, q_n] \in \mathbb{R}^{m \times n}$. Therefore, any vector $b \in K_n$ can be represented by, $b = Q_n r$, where $r \in \mathbb{R}^n$. Then the minimization problem projected on a Krylov subspace $K_n$ can be solved, as shown in Theorem 2.

Theorem 2. $Q_n r$ solves the minimization problem in the Krylov subspace $K_n$

$$\min_{b \in K_n \setminus \{0\}} \frac{b^T H b}{b^T b}, $$  \hfill (6)

if $r$ is the eigenvector corresponding to the smallest eigenvalue of the matrix $Q_n^T H Q_n$.

Proof. Since any vector $b \in K_n$ can be written as, $b = Q_n r$,

$$\frac{b^T H b}{b^T b} = \frac{(Q_n r)^T H Q_n r}{(Q_n r)^T (Q_n r)} = \frac{r^T (Q_n^T H Q_n) r}{r^T r}.$$  \hfill (7)

By Theorem 1, the eigenvector $r$ associated with the smallest eigenvalue of the matrix $Q_n^T H Q_n$ solves this minimization problem. Therefore, the vector $Q_n r$ solves the original optimization problem in the space $K_n$. \hfill $\Box$

Remark 3. By construction of the orthogonal basis $Q_n$, the matrix $Q_n^T H Q_n$ is an upper Hessenberg matrix, e.g., an upper triangular matrix plus a nonzero first subdiagonal. It is also symmetric since $H$ is symmetric and $Q_n$ is an orthogonal basis. These two properties confirm that the matrix $Q_n^T H Q_n$ is tridiagonal.

Finally, the eigenvalue problem of an unknown matrix $H$ is transformed to an iterative series of calculations to find the smallest eigenvalue of a known low dimensional matrix $Q_n^T H Q_n$, which can be done efficiently, for example, by the QR algorithm. In theory, this scheme is guaranteed to converge if $n$ grows to the rank of the matrix $H$, but in practice, the convergence will be faster than this bound.\textsuperscript{14,15}

III. DIMER METHOD

The dimer method is another iterative algorithm for minimum mode finding.\textsuperscript{5} With improvements in the implementation,\textsuperscript{6,7,16,17} the dimer method has become widely used in calculations of chemical reaction rates especially with forces evaluated from self-consistent electronic structure methods.

We note that the Raleigh-Ritz optimization method used in hybrid eigenvector following, as developed by the Wales group,\textsuperscript{9} is based upon the same finite-difference gradient of the Rayleigh quotient that is used in the dimer method. So
while the methods are described using different language and have some minor differences in their implementation, they are equivalent for the purposes of this analysis. The same approach was also used previously by Voter to construct a bias potential for the acceleration of MD in his hyperdynamics method.\textsuperscript{18}

In this section, we present the dimer method within the same theoretical framework as the Lanczos algorithm. Numerical comparisons have been previously made between these two algorithms,\textsuperscript{17} but now, under this mathematical framework, we can compare their relative theoretical efficiency.

In the dimer method, the minimum curvature mode is determined by rotating a pair of images separated by a small distance \(|v|\) according to the torque acting on the dimer. The torque is the force difference divided by the distance, and thus has the same form as \(Hv\) in Eq. (5). Rotating along the torque direction is the mechanism by which the dimer method finds the minimum curvature mode in a specific subspace of the Krylov subspace.

At each iteration, the new direction \(r\) that minimizes \(\frac{\tau}{||r||}\) is found in the plane spanned by \([v, Hv]\), assuming the simplest case in which the SD direction is taken for the rotation plane. A second direction \(\Theta\) is then constructed perpendicular to \(v\) to form an orthogonal basis set \(Q_2 = [v, \Theta]\), reducing the optimization problem to two dimensions,

\[
\Theta = Hv - (v^T Hv)v, \quad (8)
\]

\[
A = Q_2^T HQ_2 = \begin{pmatrix} v^T Hv & v^T H \Theta \\ \Theta v^T Hv & \Theta v^T H \Theta \end{pmatrix}. \quad (9)
\]

Here, calculating \(H \Theta\) requires a second force evaluation, \(F(x + \Theta)\). The \(2 \times 2\) matrix \(A\) can then be diagonalized. The eigenvector \(\tau\), which is expressed as \(\tau = r_1 v + r_2 \Theta\), is then the starting point of the next iteration. Note that \(H \tau = r_1 Hv + r_2 H \Theta\),

\[
r_1Hv + r_2H\Theta, \quad (10)
\]

can be obtained without any further force evaluation since \(Hv\) and \(H \Theta\) are already known, as pointed out in Ref. 7. The minimization is repeated in a sequence of two-dimensional spaces: \(\text{span}\{v, Hv\}\), \(\text{span}\{r_1, Hr\}\), \(\cdots\), where \(\text{span}\{v, Hv\}\) is the Krylov subspace \(K_2\). Also because

\[
H \tau = (r_1 - r_2(v^T Hv))Hv + r_2H^2v, \quad (11)
\]

\(\tau\) and \(H \tau\) are in the Krylov subspace \(K_3 = \text{span}\{v, Hv, H^2v\}\). After the \(n\)th iteration, \(n\) force evaluations have been made, which is the same number as in the Lanczos method. However, each two-dimensional space considered in the dimer method is a subspace of \(K_{n+1}\). Therefore, the dimer method convergence is theoretically limited by that of the Lanczos algorithm.

In previous descriptions of the dimer method, the above procedure was done by finding a unit vector \(\hat{r} \in \mathbb{R}^2\) to minimize \(\hat{r}^T A \hat{r}\), which is exactly the dimer energy in Ref. 5. The connection between minimizing the dimer energy and solving the eigenvector problem of Eq. (9) can be seen by expanding \(\hat{r}\) by the unit eigenvectors of \(A\),

\[
\hat{r}^T A \hat{r} = (a_x \hat{v}_x + a_y \hat{v}_y)^T A(a_x \hat{v}_x + a_y \hat{v}_y) = a_x^2 \lambda_x + a_y^2 \lambda_y, \quad (12)
\]

where \(\lambda_x\) and \(\lambda_y\) are eigenvalues of the matrix \(A\).

**Theorem 3.** The steepest descent dimer method is equivalent to the Lanczos algorithm with restarts every two steps; its theoretical efficiency must be lower than the Lanczos algorithm.

When the rotation plane is determined by algorithms based on the previous search direction \(\Theta\), as in the conjugate gradient (CG) algorithm, the dimer method is more efficient but remains under the limit of the Lanczos method. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm for updating \(\Theta\), as well as the limited memory version (L-BFGS),\textsuperscript{19} is even more efficient. When the initial Jacobian is set as a constant times the identity matrix (the standard case in practice), BFGS/L-BFGS is also searching for the lowest mode in the subspace of \(K_{n+1}\) at iteration \(n\). The LOBPCG method performs the minimization in a three-dimensional subspace, with one extra direction that is a linear combination of the previous directions.\textsuperscript{11} The search space of LOBPCG is therefore still a subspace of the Krylov subspace, and its theoretical efficiency also cannot exceed the Lanczos limit.

**IV. POWER ITERATION METHOD WITH A RAYLEIGH SHIFT**

Another method for finding the lowest curvature mode of the Hessian is the power iteration method, which has been employed in some recent saddle point searching algorithms.\textsuperscript{10,20} In this section, we present the motivation and mechanism of the power iteration method with a Rayleigh shift, and prove the convergence of this method. Similar to the dimer method, we demonstrate that the search space of this method is contained in the Krylov subspace \(K_n\) for the minimization problem of Eq. (2).

**A. Derivation of the shifted power iteration method**

The power iteration method is an iterative eigenvector computation method which can be described as

\[
v_{n+1} = \frac{Hv_n}{||Hv_n||}, \quad (13)
\]

where \(H\) is a square matrix with eigenvalues \(\lambda_1 < \lambda_2 < \cdots < \lambda_m\) and \(|\lambda_1| < |\lambda_m|\). In this scheme, \(v_n\) will converge to the eigenvector associated with eigenvalue \(\lambda_m\) as \(n \rightarrow \infty\).\textsuperscript{13}

We already know that all eigenvalues of our Hessian matrix \(H\) are on the real axis. Moreover, if \(\lambda\) is an eigenvalue of \(H\) associated with the eigenvector \(v\), and \(I\) is the identity matrix, then for any constant \(a \in \mathbb{R}\), \(a - \lambda\) is the eigenvalue of a new matrix \(aI - H\) with eigenvector \(v\). As a result, we can linearly shift the desired eigenvalue to become the eigenvalue with greatest absolute value without changing the eigenvector. Therefore, the power iteration method will converge to our desired eigenvector if we find such a shift.
To pick an appropriate shift, $a$, we use the current maximum absolute value of Rayleigh quotients at each iteration plus a small increment,
\[
a_n = \max \left\{ \frac{v_1^T H v_1}{v_1^T v_1}, \frac{v_2^T H v_2}{v_2^T v_2}, \ldots, \frac{v_n^T H v_n}{v_n^T v_n} \right\} + \log n.
\] (14)

The $\log n$ term is added to prevent the case where $a_n - \lambda_1 = -(a_n - \lambda_m)$, i.e. $a_n = 0.5 \times (\lambda_1 + \lambda_m)$, even though this scenario is unlikely. With the dynamical update of the shift constant $a_n$ according to Eq. (14), the modified power iteration method can be described,
\[
v_{n+1} = \frac{(a_n I - H)v_n}{\| (a_n I - H)v_n \|}.
\] (15)

**Theorem 4.** The iterative algorithm shown in Eq. (15) will converge to the eigenvector associated with the smallest eigenvalue of $H$, if this eigenvalue has multiplicity 1.

**Proof.** Let $\lambda_1$ be the smallest eigenvalue and $\lambda_2$ the second smallest one, by our assumption smallest eigenvalue has multiplicity 1, $\lambda_1 < \lambda_2$.

The Rayleigh quotient is bounded by the maximal absolute value of eigenvalues, which we assume to be $L$. Let $v$ be the true eigenvector we want to obtain, then the convergence rate of the $v_n$ depends on the ratio of two eigenvalues which are with largest absolute values.$^{13}$ The convergence rate is,
\[
\| v_n - v \| = O \left( \prod_{k=1}^{n} \frac{L + \log k - \lambda_1}{L + \log k - \lambda_2} \right) \to 0, \tag{16}
\]
as $n \to \infty$, which proves the convergence of the algorithm. \hfill \square

**B. Krylov subspace of the shifted power iteration method**

While the convergence of the power iteration method with a Rayleigh shift is guaranteed in principle, the convergence is slow in practice. The resulting $v_n$ at the $n$th iteration from this method is located in the Krylov subspace $K_{n+1}$, which is defined in Remark 2. We will prove this statement in Lemma 1 in order to conclude that the shifted power iteration method will always converge slower than the Lanczos algorithm.

**Lemma 1.** For any $n > 0$, $v_n \in K_{n+1}$, where $K_{n+1} = \text{span}\{ v_0, H v_0, \ldots, H^n v_0 \}$.

**Proof.** We will prove this by induction.

When $n = 1$, $v_1 = (a_1 I - H)v_0 = a_1 v_0 + H v_0 \in K_2$.

Given $v_n \in K_{n+1}$, we can write $v_n = \sum_{i=0}^{n} c_i H^i v_0$. Then,
\[
v_{n+1} = (a_n I - H)v_n = (a_n I - H) \sum_{i=0}^{n} c_i H^i v_0 \in K_{n+2}. \tag{17}
\]

Thus, the statement holds for any general $n > 0$. \hfill \square

Since the eigenvalue problem can be taken as a minimization problem as shown in Theorem 1, the power iteration solution is within the same Krylov subspace as the Lanczos algorithm, with the same number of iterations. Therefore, the convergence rate of the power iteration method is limited by the Lanczos algorithm.

**V. NUMERICAL TEST**

In Secs. I–IV, we have compared the theoretical efficiencies of the Lanczos algorithm, the dimer method, and the shifted power iterative method. We proved that the convergence rates of the later two methods are bounded by the Lanczos algorithm due to the restriction of a smaller search space than Lanczos at each step. In this section, we conduct a numerical comparison to demonstrate our results in practice.

The convergence rates of the algorithms are compared for Lennard-Jones clusters with 38 atoms. Geometry configurations are chosen randomly near saddle points where the existence of one negative eigenvalue of the Hessian is guaranteed. A random direction is used as an initial guess for each of the minimum-mode searches. More details of the benchmark...
The results are consistent with our theoretical conclusions. The BFGS dimer is faster than the CG dimer when a reasonable initial Hessian value, \( \alpha \), is chosen. These numerical results are consistent with our theoretical conclusions.

### VI. CONCLUSION

In summary, we have presented three classes of minimum mode searching algorithms, the Lanczos algorithm, dimer method, and the shifted power method, under the same mathematical framework of minimization in the Krylov subspace. With a theoretical understanding of these methods, we can see the dimer and shifted power methods are searching in a subspace of the Krylov subspace for which the Lanczos method explicitly finds the minimum curvature mode. This leads to the conclusion that with the same number of evaluations of the potential gradient, the Lanczos algorithm will theoretically converge no slower than the other two classes of methods. The result of this research can provide theoretical guidance for any future improvements to methods for finding the minimum curvature mode. Key to methods that can outperform the Lanczos algorithm will be the determination of subspaces that are outside of the Krylov subspace.
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